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A reliance on fossil fuels as a source of energy has resulted in the generation of pollutants which have 
entered the environment. Health of humans, animals, plants and microorganisms has been 
compromised due to activities linked to fossil fuel extraction, processing and use. Coal conversion to 
value added products has been investigated in an effort to reduce the cumulative effects of waste 
generated during mining. Clean coal technology, developed to convert coal into value added products 
with reduced pollution, has been a major source of liquid petroleum in South Africa. Although the 
conversion process, neither generates waste nor pollutes the soil environment, the final products either 
through accidental or deliberate spillage can have a severe and protracted impact. Biological methods 
for combating pollutants generated within the fossil fuels sector are preferred to mechanical or 
physicochemical practices. This is due to the production of non- or less toxic by-products, cost 
effectiveness and safety. In this manuscript, an overview of the approaches adopted and factors 
influencing microbial metabolism of fossil fuel contaminants in soil and water bodies is presented. In 
particular, emphasis is placed on bacteria as biocatalysts of choice and their ability to degrade waste 
coal and liquid petroleum hydrocarbons. 
 
Key words: Fossil fuels, coal, petroleum hydrocarbons, biodegradation, pollutants. 

 
 
INTRODUCTION  
 
Fossil fuels are natural substances formed from the 
remains of ancient plants and animals. Over time, heat 
and pressure converted these remains into fuels which 
release energy when burned. The term fossil fuel also 
includes hydrocarbon-containing natural resources that 
are not derived from animal or plant sources. These are 
sometimes called mineral fuels. For the purpose of this 
review, the hydrocarbons derived from decayed plants 

and animals will be referred to as fossil fuels. The age of 
these ancient plant and animal fossil fuels is typically 
millions of years, and in some cases, in excess of 650 
million years (Mann et al., 2003). Different types of fossil 
fuels are formed depending on the combination of animal 
and plant debris present. However, the length of time for 
which the material was buried and the temperature and 
pressure during decomposition also contributed to the 
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type of fossil fuel formed. Fossil fuel has been broadly 
divided into three categories based on the mode of its 
formation. These are solid, liquid and gaseous fossil fuels 
and each is characterized by a high carbon and hydrogen 
content. Within these categories are volatile materials 
with low carbon: hydrogen ratios such as methane, liquid 
petroleum and the non-volatile materials composed 
almost of pure carbon, like anthracite coal. Fossil fuels 
have played an important role in providing energy for 
transportation, power generation, industrial growth, 
agricultural production and other basic human needs 
(Basha et al., 2009). Irrespective of the major roles that 
fossil fuels have played in sustaining the global economy, 
combustion of these fuels is a major source of 
anthropogenic CO₂ emissions (Muradov, 2001). For the 
purpose of this review, only the solid and liquid fossil 
fuels will be discussed.  

Fossil fuel resources are generally a major source of 
revenue for the main oil and gas producing countries in 
Africa (Zalik and Watts, 2006). South Africa, which is one 
of the world’s largest producers (5

th
) and consumers (7

th
) 

of fossil fuels (BP, 2012), has experienced a boost in her 
economy due to the production, consumption and 
exportation of coal (UNECA, 2011). Increased production 
over the last 30 years and an over reliance on coal as a 
source of energy has stimulated revenue accrual (ERC, 
2004). BP statistics in 2011 showed that Africa has 
enormous potential in the fossil fuels sector with proven 
reserves accounting for about 9.5, 8 and 4% of the  crude 
oil, natural gas and coal in the world, respectively (BP, 
2011). The generation of electricity from fossil fuels 
cannot be neglected as more than 80% of electricity 
generated across the continent of Africa is from fossil 
fuels (IEA, 2011). The generation and supply of energy 
from fossil fuels has also been documented. IEA, in their 
2011 annual report, stated that fossil fuels account for 
about 50% of the total energy supply and one-third of the 
energy consumed (IEA, 2011). 

Huge problems have emerged due to an over reliance 
on fossil fuels and when viewed from an environmental 
and social perspective, it affects societies locally, 
regionally and globally (UNECA, 2011). Some of these 
problems include ozone depletion, global warming, 
acidification, and depletion of non-renewable resources. 
According to Höök and Tang (2013), energy production is 
the principal contributor to release of greenhouse gases, 
in particular CO₂, with fossil fuel combustion the major 
source. Of the three categories of fossil fuels, liquids 
(petroleum) and solids (coal) are the major contaminants 
in the environment. Any unwanted substance introduced 
into the environment is referred to as a ‘contaminant’ and 
the deleterious effects of these contaminants leads to 
‘pollution’, a process in which a resource (natural or man-
made) is rendered unfit for use, more often than not, by 
humans (Megharaj et al., 2011).  

The drastic increase  in the  demand  for coal has led to 

 
 
 
 
an increase in mining of this natural resource in countries 
like South Africa with subsequent generation of wastes 
and an increase in the level of pollution. One of the basic 
reasons behind the increase in demand for coal is due to 
the various products derived from coal during its con-
version processes. For instance, in South Africa where 
liquid and gaseous fossil fuels are not readily available, 
coal liquefaction is one option available for obtaining 
these products. However, the utilization of coal and coal 
derived products is associated with serious environ-
mental problems from the mining stage through to its final 
utilization by consumers (Geo-4, 2007). To reduce 
environmental damage by this energy source, new 
conversion technologies are urgently needed. One of the 
strategies adopted in reducing environmental damage is 
clean coal technology. Clean coal technologies which 
make use of biological processes to effect pollutant 
biodegradation have received considerable attention in 
recent years (Klein et al., 2008; Sekhohola et al., 2013). 
Similarly, the use of biocatalysts to remediate liquid 
petroleum hydrocarbon and diesel contaminated sites 
has been the subject of much recent attention (Sander et 
al., 2010; Diya’uddeen et al., 2011; Vaidehi and Kulkarni, 
2012; Elazhari-Ali et al., 2013; Kang, 2014). In this paper, 
we present an overview of some of the approaches used 
in the biodegradation of coal, coal related contaminants, 
and liquid hydrocarbon pollutants in an effort to stimulate 
the search for and emergence of successful 
bioremediation strategies. 
 
 
BIODEGRADATION OF COAL AND COAL-RELATED 
PRODUCTS 
 
Studies on the breakdown of coal by bacteria and fungi 
started as far back as 1920 (Olson and Brinckman, 
1986). Although, it was accepted that microorganisms are 
capable of degrading coal, significant research effort 
occurred only after demonstration of the successful 
breakdown of coal by bacteria (Fakoussa, 1981). One 
year later, Cohen and Gabriele (1982) demonstrated the 
breakdown of low rank leonardite using wood rot fungi. 
Following these breakthroughs, intensive study by 
various research groups was carried out with the aim of 
establishing a better understanding of the mechanisms 
involved in the biological transformation of coal and in 
combination with the production of value-added products 
(Polman et al., 1994; Fakoussa and Frost, 1999; 
Fakoussa and Hofrichter, 1999; Gotz and Fakoussa, 
1999; Ralph and Catcheside, 1999; Machnikowska et al., 
2002; Igbinigie et al., 2008; Jiang et al., 2013).  

The complexity and recalcitrance of coal suggested 
initially that microorganisms might not be able to modify 
the physicochemical structure of this substrate. Thus, 
according to Klein et al. (2008), the colonization and 
breakdown of  coal by microorganisms  was  not possible 

http://en.wikipedia.org/wiki/Volatility_%28chemistry%29
http://en.wikipedia.org/wiki/Methane
http://en.wikipedia.org/wiki/Anthracite


 
 
 
 
 
unless certain necessary conditions such as moisture 
content, mineral salt availability, additional nitrogen 
sources and a stable pH were met. To date, a number of 
microorganisms have been identified as being able to 
modify the structure of coal (Yuan et al., 2006; Kang, 
2014). Different mechanisms as suggested by various 
authors appear to be used to achieve modification of the 
coal structure and these include enzymatic changes 
(Cohen et al., 1987; Pyne et al., 1987; Fakoussa and 
Hofrichter, 1999), alkaline solubilisation (Strandberg and 
Lewis, 1987; Quigley et al., 1989a), metal ion chelation, 
and the action of surfactants (Fakoussa, 1988; Quigley et 
al., 1989b; Fredrickson et al., 1990).  
 
 
Enzymatic modification of coal structure 
 
A large number of biological molecules responsible for 
many chemical interconversions have been linked to the 
structural modification of coal otherwise called depolyme-
rization (Hofrichter and Fakoussa, 2001). The depolyme-
rization of brown coal occurs at low pH values (pH 3-6) 
resulting in the cleavage of bonds inside the coal 
molecular structure which leads to the formation of 
yellowish, fulvic-like substances with low molecular mass 
(Hofrichter and Fakoussa, 2001). Although a wide range 
of enzymes with coal degrading ability have been 
identified the majority appear to be from fungi. For 
instance, Sekhohola et al. (2013) provided a detailed list 
of the purported catalysts used in coal biodegradation 
which shows that nearly all of the enzymes that have 
been linked to coal biodegradation are of fungal origin. 
Even so, contradictory reports have been published with 
regard to fungal activity and breakdown of coal (Torzilli 
and Isbister, 1994). For instance, studies by Cohen et al. 
(1987) initially suggested that the ability of fungi to 
degrade coal was the result of enzymatic activity. 
However, in a subsequent report, these authors identified 
the coal solubilizing agent from T. versicolor by infrared 
spectroscopy and x-ray studies as ammonium oxalate 
monohydrate (Cohen et al., 1990) while Fredrickson et al. 
(1990) argued that the coal solubilizing activity of T. 
versicolor was not ammonium oxalate monohydrate but a 
siderophore-like compound. In addition to fungi, several 
gram positive and negative bacteria have been implicated 
in the biodegradation of coal.  

Studies by Crawford and Gupta (1991) demonstrated 
that extracellular bacterial enzymes were capable of 
depolymerizing a soluble coal polymer although the 
enzymes involved were neither specified nor identified. 
Nevertheless, the depoly-merisation process appears to 
be non-oxidative which may indicate that non-oxidative, 
enzymatic depolymerization of coal is possible. Reports 
on the utilization of low rank coal as a source of carbon 
by several bacteria including Pseudomonas oleovorans, 
Rhodococcus ruber and  Bacillus sp. Y7 have  also been  
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published (Fuchtenbusch and Steinbuchel, 1999; Jiang et 
al., 2013). The ability of Bacillus sp. Y7 to degrade lignite 
was attributed to the production of extracellular 
substances (Jiang et al., 2013) while oxidized lignin 
solubilisation was ~90% in the presence of Pseudomonas 
putida (Machnikowska et al., 2002). For the latter 
example however, it was stated that pre-treatment of 
lignite with nitric acid was essentially responsible for the 
enhanced rate of biodegradation. In an experiment 
carried out by Tripathi at al. (2010) on the fungal 
biosolubilisation of lignite and the subsequent production 
of humic acid, these authors concluded that the likely 
mechanism of lignin breakdown by fungi was somehow 
linked to action of oxidative (peroxidases and laccases) 
and hydrolytic enzymes (esterases) initially secreted by 
bacteria confirming an earlier observation based on a 
comparative study of coal solubilisation by both bacteria 
and fungi (Torzilli and Isbister, 1994). Some of the 
enzymes secreted by fungi which are believed to play a 
major role in the biodegradation of coal include lignin 
peroxidase (Hofrichter and Fritsche, 1997b; Laborda et 
al., 1999), laccase (Fakoussa and Frost, 1999), esterase 
(Laborda et al., 1999) and phenol oxidase (Laborda et al., 
1999) and although their precise role in coal 
biodegradation remains unclear, a model for the phyto-
biodegradation of low rank coal by mutualistic interaction 
between ligninolytic microorganisms and higher plants 
has recently been proposed (Sekhohola et al., 2013).  
 
 
Alkaline substance modification of coal structure 
 
A different mechanism of coal biodegradation has been 
suggested based upon results which indicate microbial 
secretion of alkaline substances that facilitate the 
breakdown of coal (Quigley et al., 1988). During this non-
enzymatic process, often the formation of black liquids is 
observed coincident with higher pH (pH 7-10). The 
increase in pH has been attributed to the release of 
alkaline substances by bacteria which aid in coal 
solubilisation (Hofrichter and Fakoussa, 2001). The 
actual mechanism of coal biodegradation by bacteria due 
to alkaline substances is not well defined and as a 
consequence, not fully understood. Thus, Machnikowska 
et al. (2002), in an experiment on the microbial degradation 
of low rank coals, reported an increase in pH of medium 
containing sub-bituminous coal and suggested that the 
pH change arose as a result of the production of alkaline 
substances. Details of the alkaline substances involved 
however, in this and other studies and the effect of these 
on coal biodegradation remain obscure. As highlighted by 
Sekhohola et al. (2013) many different bacteria appear 
capable of secreting alkaline substances when inoculated 
into coal  media including; Pseudomonas putida, Arthrobacter 
sp., Streptomyces viridosporous, Streptomyces setonii, 
Bacillus pumilus, and Bacillus cereus. 

http://www.ncbi.nlm.nih.gov/pubmed?term=Kang%20JW%5BAuthor%5D&cauthor=true&cauthor_uid=24563299
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Metal ion chelation and the action of surfactants on 
the modification of coal 
 

Experiments on coal bio-solubilisation carried out by Yin 
et al. (2011) pointed to the importance of surfactants in 
the synthesis of enzymes responsible for coal 
breakdown. These authors went further and showed that 
in the absence of surfactants; limited enzymes were 
adsorbed onto the coal surface while the reverse was the 
case in the presence of surfactants. Thus, interaction 
between enzyme and coal is possibly due to the 
presence of surfactants which modify the charge and the 
hydrophilic properties of the coal surface (Yin et al., 
2011). Nonetheless, studies on the biological breakdown 
of coal have concentrated on fungi as the biocatalysts of 
choice and very few reports have examined the 
contribution by bacteria. A summary of the historical 
progress made so far in the field of coal biodegradation is 
presented in Table 1. 
 

 

BIODEGRADATION OF PETROLEUM 
HYDROCARBONS 
 

The biosolubilisation of coal and the serial production of 
liquid fuels has been investigated (Ackerson et al., 1990). 
In this report, bio-extracts from solubilized coal were 
converted to liquid alcohols, one of the earliest clean coal 
technologies for petroleum production. In South Africa 
many petroleum products are derived from coal using 
Fischer-Tropsch synthesis including fuels, plastics, oils, 
synthetic rubbers etc. Globally, there is high demand for 
petroleum products (Hasan et al., 2010) and during 
transportation of these from point of production to point of 
consumption spillage is inevitable (Das and Chandran, 
2011). It has been estimated that natural crude oil 
seepage exceeds 600000 metric tons per year with a 
range of uncertainty of 200000 metric tons per year 
(Kvenvolden and Cooper, 2003). Accidental or deliberate 
release of crude oil into the environment has also led to 
serious pollution which affects both water and soil 
resources (Atlas, 1981; Okoh, 2006). Just like coal, 
different strategies including mechanical, chemical and 
biological have been developed and used to remediate 
sites contaminated with these petroleum hydrocarbons 
(Lohi et al., 2008).  

A common mechanical means of remediating 
petroleum contaminated waters includes floating booms, 
skimmers, and oil-water separators (Ventikos et al., 2004; 
Yang et al., 2000). Unfortunately, removal of spilled oils 
from contaminated sites by these means is usually 
incomplete leading to progressive accumulation of 
residual hydrocarbons (Yang et al., 2000). Chemical 
remediation of oil contaminated sites on the other hand 
has been associated with increased dissolution of oil in 
seawater, which affects both water bodies and benthic 
biota (Doerffer, 1992). The  reason why this technology is 

 
 
 
 
associated with increased dissolution of oil in water is 
because it makes use of chemical dispersants such as 
surfactants (Lohi et al., 2008). In contrast to the above, 
biological  remediation technologies which have been 
intensively studied both in controlled conditions and field 
experiments (Okoh, 2006), appear to be the most 
environmentally friendly methods for removal of hydro-
carbon pollutants (Barathi and Vasudevan, 2001; Balba 
et al., 2002; Urum et al., 2003; Liu et al., 2008; Das and 
Chandran, 2011). Bioremediation, which is one example 
of a biological remediation process, has been defined as 
the use of microorganisms to detoxify or remove 
pollutants from contaminated water and soil bodies 
(Medina-Bellver et al., 2005; Mukherjee and Bordoloi, 
2012) and a comparison of treatment costs for South 
Africa reveals that it is by far the most economical 
technology (Table 2). 

Different microorganisms including bacteria and fungi 
have been used to remediate hydrocarbon contaminated 
sites.  Addition of nutrients to an oil spilled site to stimu-
late the growth of resident microorganisms in degrading 
contaminants is known as biostimulation while isolation, 
growth and introduction of microorganisms (that can 
degrade contaminants) from a different environment into 
oil spilled sites to remediate those sites is known as 
bioaugmentation. It has been argued that biostimulation 
is a superior technique to bioaugmentation (Alexander, 
1999; Van Hamme et al., 2003; Philp and Atlas, 2005; 
Lohi et al., 2008) based on the outcome of field 
experiments (Abdulsalam et al., 2011). Studies by 
Devinny et al. (2000) and Bento et al. (2005) seem to 
support the above conjecture and show that augmented 
microorganisms easily lose their intrinsic degradation 
ability during the time it takes for acclimatisation to the 
new environment. Different amendments have been used 
to stimulate resident microorganism populations in oil 
spilled environments and a summary of these is 
presented in Table 3.  

According to D’Annibale et al. (2006) and Yi et al. 
(2011), fungi are the organisms of choice with regards to 
bioaugmentation as these synthesize relatively unspecific 
enzymes involved in cellulose and lignin decay. Fungal 
enzymes degrade high molecular weight, complex and 
more recalcitrant toxic compounds, including aromatic 
structures (Grinhut et al., 2007; Mancera-Lopez et al., 
2008). However, Sutherland (1992) explained how fungi 
degrade hydrocarbons indirectly by co-metabolism and 
stated that fungi generally do not utilize petroleum 
hydrocarbons (PHC) as their sole carbon and energy 
source but transform these compounds co-metabolically 
to detoxified metabolites. Different fungal species have 
been implicated in bio-augmentation studies involving 
both low and high molecular weight polyaromatic 
hydrocarbons (PAHs) in soils. For instance, Mancera-
Lopez et al. (2008) carried out studies on petroleum 
hydrocarbon contaminated soils using Rhizopus sp.,
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Table 1. Historical overview of advances in coal bioconversion. 
 

Year Progress Reference 

1981 
Effects on hard coals by Pseudomonas strains, simultaneous 
biotenside-excretion 

Fakoussa (1981) 

   

1982 Solubilization of lignite to droplets on agar plates by fungal action Cohen and Gabriele (1982) 

1986 Acceleration of solubilisation by pre-treatment of coal Scott (1986), Grethlein (1990) 

   

1986 
Solubilisation of coal by an extracellular component produced by 
Streptomyces setonii 75Vi2 in submerged culture 

Strandberg and Lewis (1987) 

   

1987 
First solubilisation mechanism elucidated: production of alkaline 
substances (fungi + bacteria) 

Quigley et al. (1988), Quigley et al. (1989a), 
Quigley et al. (1991) 

   

1988 Second mechanism elucidated: production of chelating agents 
Quigley et al. (1988), Quigley et al. (1989), 
Cohen et al. (1990), Quigley et al. (1991) 

   

1989 First product on market: Solubilized lignite as fertilizer Arctech Inc. (2007) 

1991 Evidence that chelators alone are not responsible for all effects Fakoussa (1994) 

   

1994 
Decolourisation and reduction of molecular weight of soluble 
lignite-derived humic acids proves catalytic enzymatic attack 

Ralph and Catcheside (1994), Hofrichter and 
Fritsche (1997a and b) 

   

1994 Analysis of low-molecular mass products from bio-solubilised coal Toth-Allen et al. (1994) 

   

1997 
In vitro systems shown to degrade humic acids and attack matrix 
and coal particles 

Hofrichter and Fritsche (1997a and b) 

   

1997 
First fine chemical produced successfully from heterogeneous 
humic acid mixtures to polyhydroxyalkanoates (PHA, “Bioplastic'') 
by pure cultures 

Fuchtenbusch and Steinbuchel (1999) 

   

1999 
Involvement of laccase in depolymerization of coal implied by 
conversion of coal humic acid to fulvic acids in vivo by Trametes 
versicolor (basidiomycetous fungi) 

Fakoussa and Frost (1999) 

   

2001 
Microbial solubilisation of lignites. Preliminary gasification tests 
with solubilized coal yielding 21% energy recovery from methane 

Gokcay et al. (2001) 

   

2006 

Mechanisms of coal solubilisation in Penicillium decumbens P6 
combination of production of alkaline materials, peroxidase and 
esterase. First report on involvement of biosurfactant in coal 
solubilisation by fungi 

Yuan et al. (2006) 

   

2007 Degradation of LRC by Trichoderma atrovide (ES 11)  Silva-Stenico et al. (2007) 

   

2007 
Phytoremediation of coal mine spoil dump through integrated 
biotechnological approach 

Juwarkar and Jambhulkar (2008) 

   

2008 
The effect of the particulate phase on coal biosolubilisation 
mediated by Trichoderma atrovide in a slurry bioreactor 

Oboirien et al. (2008) 

   

2008 
Fungal biodegradation of hard coal by a newly reported isolate, 
Neosartorya fischeri 

Igbinigie et al. (2008) 
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Table 1. Contd 
 

2013 
Formation of biosolubilised humic acid from lignite using Bacillus 
sp. Y7 

Jiang et al. (2013) 

   

2013 
Production of methane from coal by a fungal isolate Penicillium 
chrysogenum MW1 

Haider et al. (2013) 

 
 
 

Table 2. A comparison of soil remediation treatment technology costs in South Africa. 
 

Method of treatment                                                                                                     Approximate cost (ZAR/tonne soil)                                                                                       

Biological   70 - 2 395 

Chemical   169 - 8 455 

Physical                                               282 - 2 395 

Solidification/stabilization                    239 - 2 409 

Thermal                                                                                                                 423 - 10 569 

 
 
 

Table 3. Examples of various biostimulation methods used to treat hydrocarbon contaminated sites. 

 

Amendment type Reference 

Chelating agents Da Silva et al. (2005) 

Activated sludge from wastewater treatment Juteau, et al. (2003), Maki et al. (1999) 

Bio-solids and maize Sarkar et al. (2005), Rivera-Espinoza and Dendooven (2004) 

Immobilized-cell systems Chen et al. (2009) 

Nitrogen and phosphorous  Jiménez et al. (2006), Bento et al. (2005), Evans et al. (2004) 

Surfactants or bio-surfactants Rahman et al. (2002) 

Bulking agents e.g. wheat straw, hay and sawdust Namkoong et al. (2002), Rahman et al. (2002), Rhykerd et al. (1999) 

Biocompatible hydrophobic solvents Zawierucha et al. (2011) 

 
 
 
Penicillium funiculosum and Aspergillus sydowii isolated 
from two aged soils contaminated with petroleum 
hydrocarbons and showed that each fungus was able to 
degrade PAHs effectively when compared to 
biostimulated soils. Bacteria on the other hand, though 
able to degrade aromatic hydrocarbons, only degrade low 
molecular weight PAHs. Many pure cultures of bacteria, 
including various strains of Pseudomonas putida, have 
been evaluated for their benzene, toluene and xylene 
(BTX) biodegradation potential (Jean et al., 2002, 2008). 
The highest PAHs that bacteria have been recorded to 
degrade are the PAHs containing four benzene rings 
such as pyrene and chrysene (Boonchan et al., 2000).  

Mukherjee and Bordoloi (2011) reported that 
remediation of oil spilled sites usually requires the 
cooperation of more than a single species of 
microorganism because individual microorganisms can 
metabolize only a limited range of hydrocarbon 
substrates. Therefore, assemblages of mixed populations 
with overall broad enzymatic capabilities are required to 

energize the rate and extent of petroleum hydrocarbon 
degradation. Thus, various researchers have shown that 
consortia comprising bacteria and fungi are better 
bioaugmentation agents than individual bacterial and 
fungal isolates (Boonchan et al., 2000; Jacques et al., 
2008). Table 4 presents a brief summary of single 
isolates of bacteria and fungi that are known to degrade 
aromatic hydrocarbons using bioaugmnetation as a 
strategy and various consortia of bacteria and fungi that 
successfully carry out this process. 

Aliphatic hydrocarbons on the other hand which are 
basically made up of straight, branched and cyclic 
structures are more readily degraded by microorganisms 
than aromatic hydrocarbons (Das and Chandran, 2011). 
For instance, Colombo et al. (1996) investigated the 
biodegradation of aliphatic and aromatic hydrocarbons by 
natural soil microflora and pure cultures of imperfect and 
ligninolytic fungi. In their experiments, they discovered 
that the natural microbial soil assemblage isolated from 
an urban forest area was unable to significantly degrade  
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Table 4. A summary of microorganisms involved in the degradation of aromatic hydrocarbons using bioaugmentation as a strategy.  
 

Microorganism   Contaminants treated Reference 

Single strains 

Mycobacterium sp. Pyrene (PAH) Heitkamp et al. (1988) 

Pseudomonas paucimobilis Fluoranthene  (PAH) Weissenfels et al. (1990) 

Pseudomonas cepacia HMW PAHs Juhasz et al. (1996) 

Sphingomonas paucimobilis PAHs Ye at al. (1996) 
   

Burkholderia cepacia   
fluoranthene, pyrene, benz[a]anthracene 
and dibenz[a,h]anthracene   

Boonchan et al. (1998) 

   

Comamonas testosteroni BR60 Crude oil, PAHs Gentry et al. (2001) 

Arthrobacter chlorophenolicus A6L 4-Chlorophenol Jernberg and Jansso (2002) 

Absidia cylindrospora Fluorene Garon et al. (2004) 

Pseudomonas sp. ST41 Marine gas oil Stallwood et al. (2005) 

Pseudomonas aeruginosa WatG Diesel oil Ueno et al. (2006) 

Sphingobium chlorophenolicum ATCC 39723 Pentachlorophenol Dams et al. (2007) 

Burkholderia sp. FDS-1 Fenitrothion Hong et al. (2008) 

Aspergillus sp. LEBM2   Phenol Santos et al. (2008) 

Gordonia sp. BS29 Aliphatic/aromatic hydrocarbons Franzetti et al. (2009) 

Pseudomonas putida ZWL73 4-Chloronitrobenzene Niu et al. (2009) 

Aspergillus sp. LMW-PAHs (2–3 rings) Silva et al. (2009a) 
   

Trichocladium canadense, Fusarium 
oxysporum, Aspergillus sp., Verticillium sp., 
Achremonium sp. 

HMW-PAHs (4-7 rings) Silva et al. (2009a) 

   

Neosartorya sp. BL4 Total petroleum hydrocarbons Yi et al. (2011) 

 

Consortia 

Rhodococcus sp., Acinetobacter sp., 
Pseudomonas sp. 

PAHs (fluorene, phenanthrene, pyrene) Yu et al. (2005) 

   

Bacillus subtilis DM-04, Pseudomonas 
aeruginosa M and NM 

Crude petroleum-oil hydrocarbons 
Das and Mukherjee (2007) 

 
   

Mycobacterium fortuitum, Bacillus cereus, 
Microbacterium sp., Gordonia 
polyisoprenivorans, Microbacteriaceae 
bacterium, Fusarium oxysporum 

PAHs (anthracene, phenanthrene, 
pyrene) 

Jacques et al. (2008) 

   

Rhizopus sp., Penicillium funiculosum, 
Aspergillus sydowii 

Petroleum hydrocarbons Mancera-Lopez et al. (2008) 

   

Bacillus strains B1F, B5A and B3G, 
Chromobacterium sp. 4015,  Enterobacter 
aglomerans sp. B1A,  Achremonium sp.,  
Aspergillus sp., Verticillium sp. 

Mixture of PAHs (naphthalene, 
phenanthrene, anthracene, pyrene, 
dibenzo[a]anthracene, benzo[a]pyrene)   

Silva et al. (2009b) 

 

 
 
 
crude oil, whereas pure fungi cultures effectively reduced 
the residues by 26-35% in 90 days. They also reported 
that normal alkanes were almost completely degraded in 
the first 15 days, whereas degradation of aromatic 
compounds (for example, phenanthrene and methylphe-
nanthrene) exhibited slower kinetics. Another experiment 

conducted on the kinetics of the degradation of aliphatic 
hydrocarbons by the bacteria Rhodococcus ruber and 
Rhodococcus erythropolis, showed that the growth of 
these bacterial isolates on n-alkanes was intense when 
compared to growth in diesel medium (Zhukov et al., 
2007). A comparative study on the degradation of both
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Figure 1.  Simplified pathways for the degradation of n-alkanes by terminal and 
sub-terminal oxidation. 

 
 
 
aliphatic and aromatic hydrocarbons by Nocardia sp. 
H17-1 was conducted and the results obtained showed a 
99.0±0.1% and 23.8±0.8% reduction of both classes of 
hydrocarbons (Baek et al., 2006). 
 
 
Mechanisms involved in petroleum hydrocarbon 
degradation 
 
Various mechanisms of biodegradation of pollutants in 
the environment have been proposed by different 
researchers. For effective biodegradation of pollutants in 
environment, the chemicals must be accessible to the 
biological catalyst (Fritsche and Hofrichter, 2000). The 
first mechanism for degradation of petroleum hydro-
carbons involves enzymes and was proposed by Fritsche 
and Hofrichter (2000). These authors stated that for 
complete degradation of the majority of organic pollutants 
to be accomplished, aerobic conditions are a require-
ment. Thus, introduction of oxygen into the environment 
is vital as a co-substrate in reactions catalysed by 
oxygenases and peroxidases (Kariga and Rao, 2011) 
which are the main enzymes responsible for the aerobic 
degradation of most pollutants. The conversion of organic 
pollutants step by step through peripheral pathways such 
as  the tricarboxylic acid cycle into intermediates of 
central intermediary metabolism is one of the results 
achieved during the microbial degradation process 
(Fritsche and Hofrichter, 2000; Das and Chandran, 

2011). Biosynthesis of cell biomass occurs from the 
central precursor metabolites acetyl-CoA, succinate, and 
pyruvate derived from sugars via gluconeogenesis. 
Different pathways for the aerobic degradation of the 
various components of petroleum hydrocarbons have 
been proposed. For instance n-alkanes, a major group in 
crude oil contamination have several pathways through 
which it is biodegraded.  
 
 
Pathways for degradation of n-alkanes 
 
Aerobic degradation of n-alkanes begins with the 
oxidation of a terminal methyl group which renders a 
primary alcohol to be oxidized to the corresponding 
aldehyde, and finally conversion into a fatty acid (van 
Hamme et al., 2003; Wentzel et al., 2007). The fatty acids 
which are formed are subsequently transformed to acyl-
CoA by aldehyde dehydrogenase and acyl-CoA synthe-
tase respectively (Wentzel et al., 2007). Figure 1 shows 
the general degradation pathways for n-alkanes by two 
types of oxidation systems. Different enzymes are 
involved in the initial terminal hydroxylation of n-alkanes 
by bacteria (van Beilen et al., 2003; van Beilen and 
Funhoff, 2007). Methane monooxygenases are the major 
group of enzymes that carry out the hydroxylation of short 
chain-length alkanes (C2-C4) (Hamamura et al., 1999) 
while the non-heme iron monooxygenases and soluble 
cytochrome P450 (CYP153) are known to degrade 
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Figure 2. Mechanisms of toluene metabolism. 
 

 
 

medium chain alkanes (C5-C11) (Maier et al., 2001; van 
Beilen et al., 2005). The long chain alkanes (C10-C30) are 
easily degraded by alkane hydroxylases such as LadA, 
the thermophilic flavin-dependent monooxygenase 
(Wentzel et al., 2007). 

Anaerobic biodegradation of petroleum hydrocarbons 
has been achieved using different bacterial strains 
(Widdel et al., 2006; Foght, 2008; Salehi et al., 2008) and 
reports show that these bacteria activate hydrocarbons 
by unprecedented biochemical mechanisms that differ 
completely from those employed in aerobic hydrocarbon 
metabolism. These unprecedented biochemical mecha-
nisms may be initiated by bacteria through metabolic 
pathways by oxygen-independent hydrocarbon-activating 
reactions (Heider and Schuhle, 2013). 
 
 
Pathways for degradation of aromatic hydrocarbons 
 

The biodegradation of aromatic compounds has been 
extensively studied due to its importance in the 
biogeochemical carbon cycle. Since many aromatic 
compounds such as benzene, toluene, ethylbenzene and 
xylene (BTEX) are major environmental pollutants; their 
detection and removal from contaminated sites are of 
great biotechnological interest (Dıaz et al., 2013). 
Different catabolic pathways for the degradation of 
aromatic compounds have been described. According to 
Harayama et al. (1999), toluene is degraded by bacteria 
along five different pathways and for the purposes of this 
review, only two of these pathways are highlighted.  

Different enzymes are involved in the degradation of 
toluene and they include toluene monooxygenase, benzyl 
alcohol dehydrogenase, benzaldehyde dehydrogenase 
and catechol-2, 3-dioxygenase. These enzymes are 
organized into two different pathways with the upper 
pathway, coding for enzymes that convert aromatic 

alcohols to acids, while the lower pathway is involved in 
aromatic acid metabolism via an ortho and meta pathway 
(Hamzah et al., 2011). Ring hydroxylation, which is 
involved in the second pathway, yields methyl catechol 
as the metabolic intermediate with toluene dioxygenase 
as the key enzyme. A second mechanism involved in 
petroleum hydrocarbon degradation involves attachment 
of microbes to the substrates while a third mechanism 
involves the production of bio-surfactants (Figure 2). 
 
 
Factors influencing rate of petroleum hydrocarbon 
biodegradation 
 

For a successful bioremediation technology to be 
achieved, a full knowledge of the characteristics of the 
contaminated site and the parameters that affect the 
biodegradation of the pollutants must be accounted for. 
Different abiotic factors have been highlighted in various 
studies which influence the rate of hydrocarbon 
degradation in any environment. These factors include 
temperature, pH, nutrient availability, moisture content, 
and chemical composition of the contaminant, salinity of 
the environment, concentration and physical state of the 
contaminant (Leahy and Colwell, 1990; Salleh et al., 
2003; Okoh, 2006).   

The effect of temperature on the degradation of 
pollutants is very important as it affects solubility of the 
contaminants in the environment (Foght et al., 1996). 
Degradation of hydrocarbons occurs over a very wide 
range of temperatures.  

However, the biodegradability of a contaminant 
decreases with a decrease in temperature (Das and 
Chandran, 2011). Researchers have isolated a number of 
hydrocarbon utilizing bacteria which include psychro-
trophic, mesophilic and thermophilic bacteria. Psychro-
trophic bacteria such as Rhodococcus sp. were reported 
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by Whyte et al. (1998 and 1999) to have successfully 
degraded short chain alkanes at 0°C. However in a report 
by Atlas (1981), a direct correlation between increased 
microbial degradation with an increase in temperature 
was recorded. This means that when microorganisms 
that are isolated from a cold region are introduced into an 
environment that has an elevated temperature, their 
metabolic activities tend to be faster (Atlas, 1981). 
According to Okoh (2006), highest degradation rates 
generally occur in the range 30-40°C in soil environ-
ments, 20-30°C in some fresh water environments, and 
15-20°C in marine environments. 

Biodegradation rates have also been measured in 
relation to pH (Strandberg and Lewis, 1988). Outcomes 
from various experiments conducted show that biodegra-
dation is effectively carried out at an optimum of pH 7.0 
(Zaidi and Imam, 1999). In a contaminated environment 
such as soil that is acidic in nature, the dominant 
microbial species that are capable of metabolising the 
contaminants in a short space of time appear to be fungi 
(Jones et al., 1970). The isolation of bacteria from an 
alkaline medium that were able to degrade phenol at pH 
7.0-10.6 has also been reported (Kanekar at al., 1999). 
The importance of nutrients in the degradation of 
hydrocarbons has also been stressed (Cooney, 1984). 
During biodegradation of hydrocarbons, lack of nutrients 
such as nitrogen, phosphorus, potassium, and iron may 
either hinder the breakdown process or result in an 
incomplete breakdown of contaminants. In fresh water 
environments, nutrients are particularly deficient. The 
supply of carbon significantly increases during major oil 
spills in marine and fresh waters with nitrogen and 
phosphorus serving as limiting factors (Atlas, 1985). A 
deficiency in these nutrients in fresh water is due to 
demand by plants, and photosynthetic and non-photosyn-
thetic microorganisms. Enhancement of biodegradation in 
different experiments has been achieved through the 
addition of nutrient supplements (Breedveld and 
Sparrevik, 2000; Li et al., 2006; Xia et al., 2006; Vyas and 
Dave, 2010). It should be noted however, that excessive 
nutrient concentration can impact the microbial 
degradation of hydrocarbons negatively (Oudot et a., 
1998; Chaîneau et al., 2005).  

The stability of water activity in aquatic environments 
has caused researchers to focus more attention on soils. 
For instance, Bossert and Bartha (1984) stated that the 
water activity of an aquatic environment is 0.98 while that 
of soil has a range between 0.0 and 0.99. The wide range 
of water activity in soils has made biodegradation of 
petroleum hydrocarbons very difficult. For effective 
biodegradation in soils, water activity must be kept 
constant and at an optimum level. 

The chemical composition of contaminants in any 
environment is another factor that influences microbial 
degradation of such contaminants. Petroleum hydrocar-
bons which is made up of four classes; saturates, aromatics, 

 
 
 
 
asphaltenes (phenols, fatty acids, ketones, esters, and 
porphyrins), and resins, differ in their susceptibility to 
microbial attack. Biodegradation of hydrocarbons in 
decreasing order of susceptibility is ranked in the 
following order: n-alkanes > branched alkanes > low-
molecular-weight aromatics > cyclic alkanes (Leahy and 
Colwell, 1990). According to Okoh (2006) the biodegra-
dation of heavier crude oils is generally much more 
difficult than lighter ones. However, a report contrary to 
that of Okoh (2006) published by Cooney et al. (1985) 
stated that the degradation of more complex compounds 
such as naphthalene was faster than that of hexadecane 
in water-sediment mixtures from a freshwater lake. This 
observed result could be as a result of the action of co-
metabolism by the organisms acting on the substrates.  

Metabolic rate of microorganisms in mineralising 
contaminants in different environments tends to decline 
with increasing salinity (Ward and Brock, 1978; Minai-
Tehrani et al., 2006). The ability of different 
microorganisms to degrade hydrocarbons in 
contaminated environments in the presence of elevated 
concentration of salts has been tested. Results showed 
that almost 100% of initial phenanthrene and 
dibenzothiophene were degraded at a salt concentration 
of 35 g/L

 
(Díaz et al., 2002) while Abed et al. (2006) 

reported that at salinities ranging from 60 to 140 g/L, 
alkane biodegradation rates were 50 to 60% with a lesser 
degradation rate of less than 30% at 180 g/L. Contrary to 
these reports, Bertrand et al. (1990) isolated an Achaeon 
from a water-sediment interface with salinity of 310 g/L 
which was able to degrade eicosane more efficiently at a 
rate of 64% in a medium that contained sodium chloride 
at a concentration of 146 g/L.   

Due to the dispersion of oil in water during spillage, a 
slick typically forms which gives rise to emulsions 
(mousse) (Leahy and Colwell, 1990). The formation of an 
emulsion in water increases the surface tension of the oil 
thereby making it available for microorganisms to 
degrade (Salleh et al., 2003). Emulsion formation through 
microbial production and release of biosurfactants has 
been documented (Kosaric, 2001; Kumar et al., 2008; 
Aparna et al., 2011; Mnif et al., 2011). Kumar et al. 
(2008) reported that a hydrocarbon degrading and 
biosurfactant producing strain of Pseudomonas, DHT2, 
which was isolated from oil contaminated soil was able to 
degrade crude oil, fuels, alkanes and PAHs. These 
authors also established that the biosurfactants which 
were produced by the organism lowered the surface 
tension of the medium from 54.9 to 30.2 dN/cm and 
formed a stable emulsion. 
 
 
CONCLUSION 
 
Bacterial degradation of fossil fuels (solids and liquids) is 
an important and emerging aspect of biotechnology which 



 
 
 
 
 
is neither fully described nor understood and as a 
consequence, technologies for implementation as 
commercial remediation strategies are few. While fungal 
biodegradation/biosolubilisation of coal and coal related 
products has been widely reported, it appears that work 
with bacteria has lagged and in some cases it has been 
completely ignored. In contrast, the use of bacteria and 
bacterial consortia for the remediation of petroleum 
hydrocarbon contamination is well established (Pinedo-
Rivilla et al., 2009; Basha et al., 2010; Zhang et al., 2013; 
Ma et al., 2013; Martin et al., 2013) and as a 
consequence, commercial remediation protocols and the 
associated biocatalysts are widely available. Even so, 
there is a growing realisation that a mutualistic relation-
ship between microorganisms and higher plants is neces-
sary for complete remediation of contaminated sites 
(Ndimele, 2010; Sekhohola et al., 2013). Thus, further 
study is needed to enhance our understanding of the 
processes involved in the bacterial bioconversion of coal 
and petroleum hydrocarbon contaminants in order to 
facilitate both a reduction in pollutant levels and to 
explore the potential for generating products of value. 
While the use of single strains to degrade coal and liquid 
hydrocarbon contaminants has been widely reported, 
consortia of bacteria or bacteria together with fungi 
appear to be the biocatalysts of choice as biodegradation 
agents. 
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A restriction fragment length polymorphism (RFLP) marker linked to a locus for resistance to 
Meloidogyne arenaria (Neal) Chitwood race 1, along with visual evaluation following root staining were 
used to screen four breeding populations and three lines of peanut (Arachis hypogaea L.) in a root-knot 
nematode infested field. COAN and Florunner peanut cultivars were used as resistant and susceptible 
controls, respectively. Genomic DNA was isolated from young leaves of plants during the growing 
season, and Southern blot analysis was conducted using RFLP probe R2430E. Only COAN and the line 
TP301-1-8 were homozygous for the resistance marker. During evaluation, root masses were counted 
and the resistance phenotype scored. This field data confirmed the RFLP marker results. Except for 
COAN and TP301-1-8, all other genotypes displayed high levels of nematode reproduction. The RFLP 
probe R2430E provided a useful marker for identifying resistance to the peanut root-knot nematode. 
 
Key words: Arachis hypogaea L., genetics, host resistance, Meloidogyne spp., molecular markers, peanut root-
knot nematode.  

 
 
INTRODUCTION 
 
The worlds leading peanut producing countries include 
India, China and the United States. In 2013, 

approximately 432,000 hectares of peanuts were 
harvested in the United States (NASS, 2014). Root-knot 
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nematodes (Meloidogyne spp) are the most important 
peanut nematode pathogens in the US inducing annual 
yield losses that can exceed 30% (Burrow et al., 2014); 
thus the monetary loss may reach well over $1 billion 
(Sasser and Freckman, 1987; Dickson, 1998). The three 
main species of Meloidogyne that cause damage to crop 
plants are: Meloidogyne arenaria (Neal) (Chitwood), 
Meloidogyne hapla (Chitwood), and Meloidogyne 
javanica (Chitwood) (Moens et al., 2009). The predo-
minant pathogenic species in Southern US is M. arenaria, 
and two host races of this pathogen have been identified 
based on their ability (Race 1) or inability (Race 2) to 
reproduce on the peanut cultivar Florunner (Sasser, 
1954). In the states of Alabama, Georgia, Florida and 
Texas, as many as 40% of the peanut fields are 
estimated to be infected with this pathogen (Sturgeon, 
1986; Dickson, 1998). The development and deployment 
of root-knot nematode-resistant peanut cultivars in 
combination with crop rotation is currently the most 
effective control method used to reduce root-knot 
nematode damage (Collange et al., 2011). Resistance to 
root-knot nematodes from wild Arachis species has been 
introgressed into Arachis hypogaea (Choi et al., 1999; 
Guimarães et al., 2010).  

COAN was the first peanut cultivar with a high level of 
resistance to root-knot nematodes and the resistance in 
this cultivar was derived from Arachis cardenasii, from a 
backcross introgression pathway involving an 
interspecific hybrid (TxAG-6) (Simpson and Starr, 1999; 
Church et al., 2000; Simpson and Starr, 2001). The 
advent of molecular markers has facilitated monitoring 
genes that are difficult or time-consuming to select by 
conventional breeding methods (Botstein et al., 1980; 
Lander and Botstein, 1989; Holbrook et al., 2013). The 
resistance in COAN is inherited as a single dominant 
gene and RFLP markers tightly linked to resistance locus 
which are easy to score and have been used in breeding 
programs to identify individuals homozygous for 
nematode resistance (Choi et al., 1999; Church et al., 
2000; Chu et al., 2007; Cason et al., 2010). 

There are reports identifying molecular markers linked 
to genes for resistance to nematodes, but limited data are 
available to compare the efficiency of marker-assisted 
selection procedures to other selection techniques 
(Burow et al., 1996; Burrow et al., 2014). The objective of 
this study was to evaluate the efficiency of marker-
assisted selection using the previously identified RFLP 
marker for identification of individuals putatively homo-
zygous for resistance. 
 
 
MATERIALS AND METHODS 

 
Seven University of Florida breeding populations/lines (F1334; 
F94x30-8-2-2-b3; F94x30-5-2-2-3-b3; F94x30-5-2-3-3-b3; F94x30-
8-3-1-b2; F79x4-6; F94x30-8-2-1-b3), and the Texas A&M 
University  breeding  line  TP301-1-8, were tested  in  field  plots in  

Carpentieri-Pípolo et al.          2609 
 
 
 
2001, at the Plant Science Unit Teaching and Research Center, 
University of Florida, Gainesville, FL, based on M. arenaria (Race 
1) reproduction established protocols (Starr et al., 1995). F94x30 

lines had the interspecific hybrid TxAG-6 as the parent carrying 
nematode resistance derived from A. cardenasii.  Florunner and 
COAN were included in this test as susceptible and resistant 
controls, respectively. The area was previously infected and the 
field plots were two 5.0 m long rows with 90 cm inter rows, with four 
replications. Ten plants per plot were labeled from each breeding 
line in each from the 4 replication, total 40 plants per breeding line. 
After 21 days from emergency, young leaves were collected for 
DNA extraction from the field plot from those labeled plants. The 
collected plants were place in plastic bags and then transferred to 
10 ml glass tubes, frozen in liquid N2 and stored at -80

°
C. To extract 

the genomic DNA, the frozen samples were ground and DNA was 
extracted according to the procedure of Rogers and Bendich 
(1985), with modifications as follows. DNA was extracted from 1.0 g 
of leaves in 2X CTAB and 10X CTAB extraction buffer at 60°C 
followed by two chloroform/isoamyl alcohol extractions and 
precipitation with ice cold isopropanol. DNA precipitates were re-

suspended in 100 µl high salt TE buffer and incubated at 65°C for 
30 min. The supernatant was then precipitated with two volumes of 
ice-cold isopropanol and the pellet was washed with 80% ethanol. 
After drying, the DNA was re-suspended in water followed by 
RNAse treatment. The DNA pellet was re-suspended in TE buffer 
and stored at -20°C. Each sample yielded 30 to 50 µg of DNA. 

Peanut DNA was quantified by spectrophotometric analysis and 
20 µg was digested with EcoRI according to the manufacturer’s 
instruction (New England Biolabs, Beverly, MA, USA). Digested 

DNA was submitted to electrophoresis (34 V) for 16 h on 0.8% 
agarose gels and transferred to Hybond N+ membrane (Amersham, 
Arlington Heigts, IL) by capillary blotting (Southern, 1975; 
Chittenden et al., 1994) and UV cross linked or 3 min at 1600 nm. 
Dr. Gregory T. Church, from Texas A & M University, provided the 
R2430E probe, which is 4.2 cM distant from the resistance locus 
(Choi et al., 1999; Church et al., 2000; Church et al., 2001), which 
was prepared by PCR amplification. Fifty nanograms of probe DNA 
was labeled with α-P

32
 dCTP by random primer extension (Feinberg 

and Vogeltein, 1983). Pre-hybridization and hybridization were 
performed at 65

°
C with 7% SDS and denatured salmon sperm DNA 

(Church and Gilbert, 1984). Samples were washed three times for 
20 min each at 65

°
C with 0.5X SSC and 0.1% SDS. Hybridized 

blots were auto radiographed using X-ray film (Kodak XAR-5) and 
two intensifying screens at -70

°
C for 10 days.  

Individuals were scored as homozygous (RR) for resistance if 
only the band associated with resistance was present; 

heterozygous (Rr) for resistance if the band associated were 
present; and susceptible (rr) if the band associated with resistance 
was absent. The resistance to M. arenaria race 1 was measured 
based on egg masses and galls present on peanut roots and pegs. 
Nematode reproduction was measured in the same 10 plants 
previously labeled in each replication and used for the RFLP 
screening. Two weeks prior to crop maturity, plants were harvested 
and the soil was washed from the roots with tap water. Roots were 

then placed into 300 ml beakers containing approximately 900 ml of 
0.05% Phloxine B solution for 3 to 5 min (Daykin and Hussey, 
1985). To each plant, a root-gall and an egg-mass rating was 
assigned. Each plant was rated according to the number of egg 
masses and galls found on roots, pegs and pods. A plant given a 
rating of 1 (no galls or egg masses on roots, pegs and pods) was 
considered highly resistant, a plant rated as 2 (1 to 10 egg masses 
and/or galls on roots and less than 10 egg masses and/or galls on 
pegs and pods) was considered resistant, a rating of 3 (11 to 100 
egg masses and/or galls on roots and between 10 to 50 egg 
masses and/or galls on pegs and pods) indicated that the plants 
were susceptible and a plant rated  as 4 (> 100 egg  masses and/or 
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Table 1. Meloidogyne arenaria reproduction at field assay in peanut breeding population which has the interespecific hybrid 
TxAG-6 as parent for nematode resistance, the resistant breeding line TP301-1-8, the resistant COAN genotype; and the 
susceptible Florunner genotype.  

 

Peanut genotypes 
Galls and eggs mass index 

(average  standard error) 
% egg mass on pods and 

pegs 
Classification

(1)
 

F1334 3.40  0.52bc
(2)

 11-50 S 

F94x30-8-2-2-b3 3.50  0.71abc 11-50 S 

F94x30-5-2-2-3-b3 3.80  0.42ab 11-50 S 

F94x30-5-2-3-3-b3 3.70  0.48 ab 11-50 S 

F94x30-8-3-1-b2 3.10  0.32 c 11-50 S 

F94x4-6 3.80  0.42 ab 11-50 S 

F94x30-8-2-1-b3 3.90  0.31 ab 11-50 S 

Florunner 4.00  0.00a >50 HS 

TP301-1-8 1.00 0.00 d 0 R 

COAN 1.00  0.00 d 0 R 
 

CV=13.51%.
 (1)

 HS= High susceptible, R= resistant, S=susceptible. 
(2)

 Means within a column followed by the same letter are not 
statistically different at P=0.05 based on Tukey's multiple range test.

 

 
 
 
galls on roots and > 50 egg masses and/or galls on pegs and pods) 
was considered highly susceptible. Nematode count data were 

subjected to analysis of variance and Tukey test using the SAS 
statistics program (SAS Institute, Cary, NC, USA). 

 
 
RESULTS AND DISCUSSION 

 
In the field tests to confirm resistant genotypes based on 
RFLP analysis, no evidence of segregation was found in 
the breeding materials for the M. arenaria resistance 
locus.  The gall and egg mass index for the resistant 
cultivar COAN was 1, whereas the mean gall and egg 
mass index on roots and pods of the susceptible cultivar 
Florunner was 4.00 (Table 1). Reproduction of M. 
arenaria on each of the lines was measured by the 
number of galls and egg masses on roots, ranged from 0 
to greater than 100 and, as measured in percentages, 
ranged from 0 to > 50% galls and egg masses on pods 
and pegs. The breeding populations had a gall and egg 
mass index ranging from 1.00 to 3.90 with greater than 
11% egg masses on pods and pegs, which was more 
than the reproduction found on Florunner (P<0.001) 
(Table 1). TP301-1-8 had no nematode parasitism with a 
gall and egg mass index equal to 1.0 on roots and pods, 
which was not significantly different  (P>0.05) from the 
reproduction on COAN (Table 1). TP301-1-8 has a single 
gene for resistance with an RR genotype (Simpson and 
Starr, 2001). In previous report, Church et al. (2000) 
identified 29% of the TP301-1-8 breeding line as 
homozygous for resistance, using the RFLP probe 
R2430E. In a study to identify RFLP markers linked to 
resistance to M. arenaria in six BC5F2 peanut breeding 

populations derived from the interespecific hybrid TxAG-
7, Choi et al. (1999) estimated that resistance was 
conditioned by a single dominant gene. 

The RFLP probe R2430E used for screening was 
linked to high levels of nematode resistance. The 
resistant and susceptible alleles were quite distinct and 
easy to score (Figure 1). All populations with a 
susceptible RFLP genotype (Figure 1) had a susceptible 
phenotype based on nematode reproduction (Table 1). 
Previously, R2430E was shown to be 4.2 centiMorgans 
(cM) from the nematode resistance locus (Church et al., 
2001). 

In the present investigation, the RFLP probe R2430E 
was effective in identifying homozygous individuals 
resistant to M. arenaria Race 1, with a high level of 
confidence. An advantage of using this marker is the 
opportunity to screen peanut genotypes without relying 
on inoculation tests with the pathogen, which is 
cumbersome and time-consuming. Marker-assisted 
selection also allowed an evaluation of resistance to be 
performed three months prior to the measurement of 
nematode reproduction. In addition to saving time, the 
use of marker-assisted selection for nematode resistance 
will reduce the cost associated with planting and 
maintenance, by reducing the number of field plantings to 
those plants actually carrying the resistance gene in 
subsequent field trials. 
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Figure 1. RFLP locus R2430E linked to resistance to Meloidogyne arenaria in peanut 

breeding lines. r = resistant and s = susceptible alleles. Lane 1 is the control resistant COAN 
genotype; lane 2 is the control susceptible Florunner genotype; lanes 3 to 9 are the breeding 
lines F1334; F94x4-6; F9430-8-2-1-b3; F94x30-8-3-1-b2; F94x30-8-2-2-b3; F94x30-5-2-2-3-
b3, F94x30-5-2-3-3-b3, respectively; line 10 is the resistant breeding line TP301-1-8. 
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The aim of this study was to estimate the genetic diversity in 74 RR soybean cultivars from different 
Brazilian breeding programs. Analyzes were based on multivariate statistical techniques from 
phenotypic characteristics and microsatellite molecular markers (SSR). Ten agronomic traits were used 
in the analysis of the Euclidean distance, Tocher’s clustering, UPGMA clustering and principal 
component analysis. Eighty-six of 100 SSR primer-pairs studied were selected based on their 
polymorphism information content, and analyzed using Jaccard Coefficient and UPGMA clustering 
method. The cultivars were clustered into seven groups according to the UPGMA and Tocher’s 
methods, based on agronomic traits, while molecular analysis identified six groups. The phenotypic 
distances ranged from 0.46 to 9.79 and the dissimilarity measurements, based on SSR molecular 
markers, ranged from 0.07 to 0.73. Both results from agronomic traits and molecular markers showed 
that there is genetic variability among the RR cultivars and that the Monsanto breeding program has the 
most divergent germplasm. The analyzed agronomic traits and the chosen SSR markers were effective 
in assessing the genetic diversity among genotypes, besides proving to be useful for characterizing 
genetic variability of soybean germplasm. 
 
Key words: Glycine max, genetic variability, phenotypic characteristic, SSR markers. 

 
 
INTRODUCTION 
 
Soybean (Glycine max (L.) Merrill) is one of the most 
important commodities grown and commercialized in the 
world, and Brazil is currently the second largest producer 

with 90% of its area (24.3 million hectares) planted with 
GMO soybean cultivars (James, 2013). With the 
introduction of GMO soybean resistant to Roundup 
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Ready herbicide, various public and private seed 
breeding companies have incorporated the RR gene into 
their best lines (Green, 2009). Despite the high number, 
the Brazilian soybean cultivars are extremely uniforms 
because they originated from only a few ancestral lines, 
which resulted in a narrow genetic base of germplasm 
(Miranda et al., 2007; Priolli et al., 2010; Wysmierski and 
Vello, 2013). This fact, together with the lack of genetic 
variability, brings risks for cultivars productivity levels and 
susceptibility to pests, pathogens and environmental 
stresses. The use of single resistance genes in a 
monoculture is a source of strong selective pressure for 
pathogen races capable of overcoming the resistance 
and also can influence the maintenance of cultivars to 
cope with multiple environmental stresses and changing 
conditions (Hajjar et al., 2008). Considering the impor-
tance of GMO soybeans for Brazilian production and the 
need to develop new more productive genotypes adapted 
to different environments, the study of the genetic 
diversity of RR cultivars is very important for knowing the 
existing variability among them and also within the 
breeding programs which produced them. Estimates of 
genetic divergence through multivariate analysis of both 
agronomic traits and molecular markers can supply 
information on the genetic variability of germplasm of 
various crops (Jose et al., 2009; Schuster et al., 2009; Liu 
et al., 2011). Multivariate techniques, such as 
discriminatory analysis, principal components, coordinate 
and cluster analysis, may be used to study genetic 
diversity and they have been very useful for unifying 
information from a series of variables related to genetic 
breeding.  

The study of genetic diversity based on agronomic 
traits, mainly the quantitative ones, is indispensable 
considering their economic importance and the need to 
select superior parents. Multivariate analysis based on 
phenotypic data has been used to access genetic 
diversity of soybean (Mikel et al., 2010; Salimi et al., 
2012; Peluzio et al., 2012); has also occurred with many 
of plants species, such as bean (Chiorato et al., 2007), 
cotton (Li et al., 2008) and rubber tree (Gouvêa et al., 
2010). 

More recently, with molecular marker technology, it has 
been possible to access species genotype and detect 
genetic variations at the DNA, which are inherited 
genetically. The microsatellite markers or Simple 
Sequence Repeats (SSR) are widely distributed 
throughout genomes and, can be highly polymorphic, for 
this reason have been successfully used to infer about 
genetics, phylogeny, pedigree, and identity of traits and 
germplasm accessions. The high level of polymorphism 
detected increases the resolution of the study of 
genealogy and genetic diversity and reduces the number 
of markers required to distinguish genotypes. SSR 
markers have been used to analyze genetic diversity in 
several species, including maize (Laborda et al., 2005), 
wheat  (Huang  et  al., 2007)  and soybean (Yamanaka et 

 
 
 
 
al., 2007; Mulato et al., 2010; Singh et al., 2010). 

The objective of this study was to evaluate the genetic 
divergence among RR soybean cultivars from different 
breeding programs, using phenotypic data and SSR 
molecular markers. 
 
 
MATERIALS AND METHODS 

 
A group of 74 OGM soybean cultivars were selected to represent 
distinct geographical regions of Brazil. The cultivars chosen belong 
to public and private soybean breeding companies, which develop 

and commercialize the Roundup Ready technology in the country. 
The cultivars were numbered from 1 to 74 (Table 1), corresponding 
to the identification of the genotype throughout the work. 
 
 

Analysis of phenotypic data 
 
The field experiment was set up in the crop year 2011/2012 at the 
Fazenda de Ensino, Pesquisa e Extensão da Faculdade de 
Ciências Agrárias e Veterinárias (FCAV-UNESP), in Jaboticabal, 
São Paulo State, Brazil. The experimental area was homogeneous 
and each block consisted of a single 5 m row, with 0.5 m spacing 
between rows. This design was adopted owing to the small number 
of available seeds and according to the methodology used by 
germplasm banks, where the genotypes are planted in single rows, 
without repetitions (Carvalho et al., 2003; Chiorato et al., 2007). 
The agronomic traits were evaluated using the mean data of six 

plants collected at random within the block. Average values of ten 
agronomic traits, each based on six replicates, were subjected to 
multivariate analysis. They comprised: 1) number of days to 
flowering, 2) number of days to maturity, 3) first pod insertion 
height, 4) plant height at maturity, 5) lodging, 6) agronomic value, 7) 
number of branches, 8) number of pods, 9) weight of 100 seeds 
and, 10) grain productivity. The Euclidean distance was used to 
calculate the genetic distance among cultivars. The dissimilarity 
matrix was analyzed using Tocher’s clustering and the method of 

average linkage between groups, UPGMA, in an attempt to 
establish cultivar groups. A principal component analysis was later 
used to evaluate the contribution of each variable to genetic 
divergence. Statistical analyses were performed using the Genes 
software (Cruz, 2008) and UPGMA dendrogram was constructed 
using Statistica software (Statsoft, 2004). 
 
 

Analysis of molecular data 
 

The genomic DNA samples were extracted from young trifoliate leaf 
tissues using the CTAB method, as described by Ferreira and 
Grattapaglia (1998). One hundred SSR primer-pairs distributed 
along all the 20 linkage groups of soybean were selected based on 
the information contained in the soybean genetic map, to provide 
efficient coverage of the whole genome. PCR amplifications were 

carried out in a 25 l final volume containing 12 ng of genomic 

DNA, 4 mM MgCl2, PCR 1X buffer (50 mM HCl, 10 mM Tris-HCl, 

pH 8.0), 200 M of DNTP mixture, 1 U Taq DNA polymerase and 

10 M of each forward and reverse primer. A specific annealing 
temperature (Ta) was calculated for each SSR. The thermocycling 
program was composed of an initial denaturation cycle of 7 min at 
94°C, followed by 32 cycles of 1 min at 94°C, 1 min at the specific 
annealing temperature of each primer-pair and extension of 2 min 
at 72°C, followed by a final elongation step of 7 min at 72°C. 
Amplification fragments were separated by electrophoresis on 3% 
agarose gels, with a TBE 1X buffer (89 mM Tris-HCl, 89 mM boric 
acid, 2 mM EDTA, pH 8.0). Gels were stained with ethidium 
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Table 1. RR soybean cultivars used in phenotypic and molecular analyses and the respective breeding 
programs which developed them. 
 

Breeding programs Cultivar  Breeding programs Cultivar 

Agroeste 

  
FT Sementes 35. FTS Jaciara RR 

1. AS7307 RR  

2. AS8380 RR  

MONSANTO 

 

Brasmax 

  36. GB874 RR 

3. BMX Apolo RR  37. M7211 RR 

4. BMX Energia RR  38. M7578 RR 

5. BMX Força RR  39. M7639 RR 

6. BMX Impacto RR  40. M7908 RR 

7. BMX Magna RR  41. M8230 RR 

8. BMX Potência RR  42. M8336 RR 

9. BMX Titan RR  43. M8360 RR 

Coodetec 

  44. M8527 RR 

10. CD214 RR  45. M8766 RR 

11. CD219 RR  46. M9144 RR 

12. CD230 RR  47. MSOY7878 RR 

13. CD242 RR  

Nidera 

 

14. CD243 RR  48. A4910 RR 

Emgopa 15. EMGOPA315 RR 
 49. A6411 RR 

 50. NA7255 RR 

Embrapa 

  51. NA8015 RR 

16. BRS243 RR  

Pioneer 

 

17. BRS244 RR  52. P98Y11 RR 

18. BRS246 RR  53. P98Y12 RR 

19. BRS278 RR  54. P98Y30 RR 

20. BRS279 RR  55. P98Y51 RR 

21. BRS8160 RR  56. P98Y70 RR 

22. BRS8460 RR  57. P98Y31 RR 

23. BRSMG740S RR  58. P98Y01 RR 

24. BRSMG750S RR  

Soy Tech Seeds 

 

25. BRSMG760S RR  59. STS810 RR 

26. BRSMG850G RR  60. STS820 RR 

27. BRSMG811C RR  

Syngenta 

 

28. BRS Baliza RR  61. NK7074 RR 

29. BRS Charrua RR  62. SYN9074 RR 

30. BRS Favorita RR  63. SYN9078 RR 

31. BRS Juliana RR  64. ANTA82 RR 

32. BRS Pampa RR  65. TMG103 RR 

33. BRS Silvânia RR  66. TMG106 RR 

34. BRS Valiosa RR  67. TMG108 RR 

   68. TMG115 RR 

   69. TMG123 RR 

   70. TMG132 RR 

   71. TMG1179 RR 

   72. TMG1182 RR 

   73. TMG4001 RR 

   74. TMG7188 RR 
 
 
 

bromide to visualize bands. Data on the presence (1) or absence 
(0) of SSR bands were transformed into genotypic data in order to  

identify loci and alleles. The polymorphic information content (PIC) 
value   for  each  SSR  locus  was  calculated  using  the   following 
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Table 2. 15 pairs of the most divergent and similar cultivars 
estimated from the Euclidean distance. 
 

Order 
15 most divergent pairs 

Euclidean distance Pairs of cultivars 

1
o
 9.79 31-49 

2
o
 9.73 6-31 

3
o
 9.71 4-31 

4
o
 9.64 3-31 

5
o
 9.38 8-31 

6
o
 9.34 48-31 

7
o
 9.14 14-40 

8
o
 9.08 45-49 

9
o
 8.93 9-31 

10
o
 8.87 40-45 

11
o
 8.80 45-48 

12
o
 8.70 10-31 

13
o
 8.66 4-45 

14
o
 8.65 3-45 

15
o
 8.64 9-45 

 

 

 

15 most similar pairs 

 

 

Order Euclidean distance Pairs of cultivars 

1
o
 0.46 3-4 

2
o
 0.84 1-37 

3
o
 0.86 1-64 

4
o
 1.13 21-30 

5
o
 1.14 1-50 

6
o
 1.23 11-52 

7
o
 1.25 4-49 

8
o
 1.27 3-49 

9
o
 1.28 6-49 

10
o
 1.31 36-56 

11
o
 1.32 2-47 

12
o
 1.37 53-30 

13
o
 1.41 4-6 

14
o
 1.43 54-65 

15
o
 1.48 3-6 

 
 
 
formula: 
 

 
 
Where, Pij is the frequency of the allele j on the marker i. 
 
The similarity measurements based on the SSR markers were 
calculated from the Jaccard Coefficient and converted into 
dissimilarity through arithmetic complement (dii’), with: dii’ = 1 – Sii’. 
A genetic distance matrix was estimated using Genes software 
(Cruz, 2008). Cluster analyses were performed using UPGMA 

method with the Statistica software (Statsoft, 2004). Clustering 
stability was tested by the Bootstrap procedure based on 10.000 re- 

 
 
 
 
sampling using the BooD program (Coelho, 2002). The dissimilarity 
matrices from the phenotypic and molecular data were correlated 
using the Genes software (Cruz, 2008). Both t and Mantel tests 
were employed with 10.000 simulations to attribute significance 
values to the data. 

 
 
RESULTS AND DISCUSSION 
 
Phenotypic diversity 
 
The genetic distance among cultivars obtained through 
agronomic traits ranged from 0.46 to 9.79, indicating the 
presence of genetic variability among soybean cultivars 
(Table 2). Several authors have also found genetic varia-
bility between RR Brazilian soybean cultivars for many 
agronomic traits (Viera et al., 2009; Santos et al., 2011; 
Peluzio et al., 2009). In Table 2, there are the 15 pairs of 
the most divergent and similar cultivars identified on the 
dissimilarity matrix. The maximum Euclidean distance (dii' 
= 9.79) was observed between the BRS Juliana and 
A6411, also, among the most divergent combinations 
found, BRS Juliana was present in the major part. The 
minimum distance (dii' = 0.46) was found between 
cultivars BMX Apolo and BMX Energia, both belonging to 
the same breeding program (Brasmax). Diversity within 
breeding programs was evaluated for those programs 
that had more than five cultivars (Brasmax, Coodetec, 
Embrapa, Monsanto, Pioneer and TMG). The maximum 
and minimum distances between cultivars within their 
respective breeding programs were identified (Table 3). 
The Brasmax breeding program showed the lowest 
distance between cultivars (0.46). It also presented the 
lowest distance (3.35) between cultivars when evaluating 
the maximum distances among programs. The genetic 
similarity among Brasmax cultivar may be due to the 
extensive use of their best lines as parents for 
transferring and incorporating the RR gene. The wide 
variation among distance measurements indicates 
dissimilarity between cultivars, as well as variability 
among them. These results agree to that verified by Liu 
et al. (2011) and Malik et al. (2007), when assessed 
diversity among soybean cultivars is using phenotypic 
characteristics.  

According to Sneller (2003), the advent of RR cultivars 
has had little impact on diversity, once this technology 
was widely used by many programs. However, to Mikel et 
al. (2010), facilitating gene transferences by replacing the 
two-parent breeding cross by partial backcrosses the 
genetic diversity within breeding programs was probably 
compromised. The Tocher’s cluster analysis, based on 
genetic dissimilarity measurements, separated the 74 
soybean cultivars into seven groups, where three of 
these consisted of a single cultivar (Table 4). 

The Group I contained most of the cultivars evaluated 
(74.3% of the total), including at least one cultivar from 
each breeding program. This fact shows similarity among 
soybean cultivars, even coming from different breeding 





n

1j

2
ijP1PIC
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Table 3. Minimum and maximum distances observed between cultivars belonging to the same genetic 
breeding programs.  
 

Breeding programs 
Mínimum Maximum 

Euclidean distance Pairs Euclidean distance Pairs 

Brasmax 0.46 3-4 3.35 6-9 

Coodetec 2.51 10-12 6.04 10-14 

Embrapa 1.13 21-30 8.43 29-31 

Monsanto 1.71 37-47 8.87 40-45 

Pioneer 1.55 55-56 6.79 53-58 

TMG 1.93 65-72 6.68 67-68 

 
 
 

Table 4. Clustering of the 74 RR soybean cultivars according to agronomic data, using Tocher’s method based on 
Euclidean distance.  
 

Group RR soybean cultivars 

I 
3, 4, 49, 6, 8, 7, 48, 10, 5, 9, 12, 29, 18, 64, 1, 47, 24, 50, 37, 16, 39, 11, 52, 2, 38, 13, 71, 21, 53, 
30, 61, 42, 22, 55, 23, 15, 57, 63, 54, 56, 74, 43, 27, 62, 73, 17, 36, 72, 66, 69, 35, 25, 65, 51 

II 34, 68, 40, 44, 70, 46, 33 

III 32, 41, 28, 60, 59, 67 

IV 19, 45, 58 

V 20 

VI 31 

VII 14 

 
 
 
programs. This similarity is probably due to the RR gene 
introduction into the cultivars by the companies. The RR 
gene was engineered into the soybean cultivar to 
produce line 40-3-2, which is highly tolerant of glyphosate 
(Sneller, 2003). This line was used as a donor parent in 
traditional breeding schemes to develop RR soybean 
cultivars, which is used by many programs and could 
explains the clustering of cultivars.  

Group II contained 9.4% of the cultivars, Group III 8.1% 
and Group IV 4.0%. The BRS279, BRS Juliana and 
CD243 cultivars were isolated into Groups V, VI and VII 
respectively, indicating that these cultivars are the most 
divergent. The formation of these groups is of major 
importance for choosing parents in breeding programs, 
once the cultivars in more distant groups are dissimilar 
and may be considered promising to develop new 
cultivars (Peluzio et al., 2009). Considering each 
breeding program, the Embrapa cultivars were distributed 
into six groups (I, II, III, IV, V and VI), the Monsanto 
cultivars into four (I, II, III and IV) and the TMG cultivars 
into three (I, II and III). The formation of various groups 
indicates the existence of genetic diversity between 
cultivars within the breeding programs since one of the 
characteristics of Tocher’s classification is homogeneity 
within and heterogeneity between groups (Cruz, 2008). 
Several authors have shown similar results. Within this 
context, Peluzio et al. (2012) and Shadakshari et al. 
(2011) have used the Tocher’s optimization method to 

estimate the diversity among genotypes evaluated by 
agronomic traits. Reina et al. (2014), also based on 
agronomic traits and using Tocher method, verified 11 
cultivars separated into four genetically distinct clusters. 

The genetic diversity among the seven Pioneer 
cultivars and among the five Coodetec cultivars was 
smaller, with most of the cultivars, except for P99R01 and 
CD243, allocated in the Group I. All the Brasmax cultivars 
were allocated in the Group I. The lower number of 
cultivars evaluated from the Pioneer, Coodetec and 
Brasmax programs may have resulted in the smaller 
genetic diversity observed. However, this factor was not 
important when only these three programs were 
compared since despite the higher number of Brasmax 
cultivars, they were all allocated to a single group.  The 
UPGMA clustering, which is represented by a 
dendrogram (Figure 1), also resulted in the formation of 
seven distinct groups. Group I contained 52 cultivars, 
which represented 72.2% of the total cultivars evaluated. 
The group II was formed by 3 cultivars (4%), group III 
contained only 2 cultivars (2.7%). Groups IV and VI were 
formed by 10 and 5 cultivars, representing 13.5 and 
6.75%, respectively. The cultivars CD243 and BRS 
Juliana formed the isolated groups V and VII, 
respectively. 

Miranda et al. (2007) studying the genetic structure of 
90 elite soybean cultivars adapted to different Brazilian 
environments, have concluded that the UPGMA method  
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Figure 1. Dendrogram obtained by the UPGMA method, representing the genetic 
dissimilarity between 74 RR soybean cultivars, based on 10 agronomic traits.  

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 
 
 
 
was efficient for clustering the cultivars in several groups, 
according to their common ancestral. Moreover, this 
method was also efficient to demonstrate the genetic 
structure of the main Brazilian cultivars. The Tocher’s 
method and UPGMA hierarchical method agreed among 
themselves on groups’ constitution. Predominantly, the 
classification of genotypes between the two methods has 
coincided, with some exceptions such as FTS Jaciara, 
TMG132, TMG4001 and TMG7188 belonging to different 
groups and BRS 279 which was not isolated by the 
dendrogram analysis. In relation to diversity within the 
breeding programs, the only difference on groups 
formation was found among TMG program cultivars, 
which were divided into four groups (I, II, IV and VI) and 
not three, as was observed in the Tocher’s analysis. 
Similarity between the clusters obtained by the Tocher’s 
method and UPGMA hierarchical methods have also 
been observed by several authors studying genetic 
diversity in different crops, resulting in good information 
on the genotypes evaluated (Arshad et al., 2006; Beyene 
et al., 2005; Liu et al., 2011; Salimi, 2013).  

Santos et al. (2011) concluded that the UPGMA and 
Tocher’s cluster methods also agreed among them for 48 
genotypes clustered into four groups. The dendrogram 
demonstrated the distances among genotypes, and as a 
result, it is possible to identify BMX Apolo and BMX 
Energia (both belonging to Brasmax program) as the 
most similar cultivars. As verified by the isolation of group 
VII, BRS Juliana cultivar was the most divergent and with 
the largest distance in the last level, when compared to 
73 others. By using the dendrogram, it is possible to 
evaluate the groups formation and, consequently, to 
select genetically distinct cultivars. Studying the 
phenotypic diversity, Cui et al. (2001) distinguished 
Chinese and Americans soybean cultivars using the 
UPGMA methodology. Also, with the same methodology 
Liu et al. (2011) clustered in 5 groups, 91 cultivars 
belonging to Shaanxi province. By the principal 
components analysis it is possible to assess the genetic 
diversity and the influence of each characteristic for the 
differentiation of genotypes. The analysis of the ten 
agronomic traits showed that four components absorbed 
80.84% of the total accumulated variation. The results of 
present studies are agree with those of Narjesi et al. 
(2007), which reported that five principal components for 
30 soybean genotypes explained 80.2% variation of all 
data. The first principal component accounted for 36.65% 
of the observed variation, and the trait with the largest 
contribution to the diversity of cultivars was number of 
days to flowering. The second principal component 
explained 21.19% of variation and the mainly contributor 
was grain productivity. The third and fourth principal 
component absorbed 15.36 and 7.63% of the variation 
that were due to agronomic value and number of days to 
maturity, respectively. 

Our result corresponded well with the study of Salimi 
(2013), who analyzed genetic diversity 19 soybean  
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genotypes using agronomic traits and also showed that 
the number of day to flowering was the major contributor 
to difference cultivars. Moreover, Peluzio et al. (2009) 
and Shadakshari et al. (2011) also observed that number 
of days to flowering, grain yield and number of days to 
maturity were those that most contributed to differentiate 
genotypes. 
 
 
Diversity based on molecular markers 
 
Eighty-six of the 100 SSR markers analyzed were 
polymorphic and informative to evaluate the 74 cultivars 
(Table 5). A total of 195 alleles were identified using the 
polymorphic SSR primer-pairs. The number of alleles per 
locus ranged from 2 to 4, with a mean of 2.3. Similar 
results were showed by Bizari et al. (2014) when 46 
soybean genotypes were evaluated, with 75 SSR 
primers, and found 173 alleles with a mean of 2.3 alleles 
per locus. Li et al. (2008), found a total of 121 alleles, 
generated by 35 SSR primers across 101 genotypes, and 
the range of allele per SSR primer was from 1 to 7 with 
an average of 3.45. Polymorphic information content, a 
reflection of allelic diversity and frequency among the 
soybean cultivars analyzed were generally high for all the 
SSR loci tested (Table 5). PIC values ranged from 0.04 
(Satt 277) to 0.72 (Satt 308), with an average of 0.42. 
These results indicate that the selected microsatellites 
are very informative among the cultivars. The 
polymorphism of SSR loci detected in this study were in 
agreement with the data of Singh et al. (2010) and 
Tantasawat et al. (2011), who detected mean gene 
diversity values of 0.50 and 0.60 in a group of 44 and 25 
soybean genotypes, respectively. However, these results 
were lower than that reported by Wang et al. (2006), who 
obtained PIC values ranging from 0.5 to 0.92 with a mean 
of 0.78, when analyzing 129 accessions of soybeans. 
Various authors have described the efficiency of SSR 
markers when analyzing genetic diversity (Fu et al., 2007; 
Kuroda et al., 2009; Guan et al., 2010), also were 
observed in the present work, whose the SSR markers 
selected were informative and useful for studies of 
genetic diversity in soybeans. Studying genetic variability 
in 105 soybean accessions, Shi et al. (2010) used 65 
SSR primer-pairs and Mulato et al. (2010), evaluating 79 
soybean accessions from different regions of the world, 
found a high genetic diversity among them using only 30 
SSR primers.  

The pairwise genetic dissimilarity between cultivars, 
calculated using Jaccard’s similarity coefficient, varied 
from 0.07 to 0.73. The lowest distance was observed 
between BMX Força and BMX Potência (0.07) while the 
greatest distance occurred between BMX Titan and 
M7578 (0.73). The maximum and minimum dissimilarity 
measures found within the breeding programs of 
Brasmax, Coodetec, Embrapa Monsanto, Pioneer and 
TMG were listed in Table 6. The Brasmax breeding  
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Table 5. Number of polymorphic SSR primers used to evaluate 74 RR soybean cultivars, linkage group (LG), 
motif of repetition, chromosome number, specific temperature of each primer-pair (Ta), and number of alleles 
observed and values of polymorphic information content (PIC).  
 

Number SSR LG Cr Motif Ta (°C) Alleles PIC 

1 SAT_001 D2 17 (AT)38 59 2 0.50 

2 SAT_097 A2 8 (AT)30 52 3 0.60 

3 SAT_141 G 18 (AT)11C(GA)12 49.5 2 0.44 

4 SAT_250 A2 8 (AT)19 62 2 0.46 

5 SATT 014 D2 17 (TTA)8 53 2 0.08 

6 SATT 020 B2 14 (AAT)16 47 3 0.41 

7 SATT 022 N 3 (TAT)17 58 3 0.60 

8 SATT 041 D1b 2 (AAT)17 47 2 0.28 

9 SATT 045 E 15 (AAT)18 44 2 0.38 

10 SATT 066 B2 14 (ATT)28 48 2 0.50 

11 SATT 070 B2 14 (ATT)24 47 3 0.66 

12 SATT 080 N 3 (ATT)23 45.7 2 0.46 

13 SATT 094 O 10 (TAT)15TG(TTA)4 47 2 0.44 

14 SATT 100 C2 6 (TTA)13 47 2 0.18 

15 SATT 129 D1a 1 (AAT)25 57 3 0.63 

16 SATT 141 D1b 2 (ATA)25 58 3 0.59 

17 SATT 154 D2 17 (TAT)7CATC(ATT)20A(CTG)4 50 2 0.49 

18 SATT 166 L 19 (TTA)19 52 2 0.42 

19 SATT 173 O 10 (TAT)18 52 3 0.60 

20 SATT 174 A1 5 (TTA)10 55 2 0.37 

21 SATT 180 C1 4 (TAT)16 42 2 0.37 

22 SATT 184 D1a 1 (ATT)14(TTG)5 45 3 0.51 

23 SATT 185 E 15 (TTA)29 50 3 0.61 

24 SATT 187 A2 8 (TAA)18 54 2 0.45 

25 SATT 193 F 13 (TAA)23 56.5 2 0.50 

26 SATT 194 C1 4 (ATT)4GAGTAAATAG(TA)5 60 2 0.46 

27 SATT 196 K 9 (TTA)5TTG(TTA)12(AGA)4 56 3 0.42 

28 SATT 197 B1 11 (ATT)20 56.5 3 0.35 

29 SATT 200 A1 5 (ATA)17 52 2 0.50 

30 SATT 202 C2 6 (TTA)15 56.4 2 0.50 

31 SATT 212 E 15 (TAA)9 53 2 0.20 

32 SATT 220 M 7 (ATT)18ACCTTGGGA(TCC)4 55 2 0.44 

33 SATT 229 L 19 (AAT)22 58 2 0.47 

34 SATT 231 E 15 (TAT)32 61 2 0.26 

35 SATT 236 A1 5 (ATT)19 63 2 0.50 

36 SATT 238 L 19 (TTA)12 54 2 0.50 

37 SATT 239 I 20 (AAT)22 61 2 0.21 

38 SATT 242 K 9 (TTA)26 50 2 0.20 

39 SATT 250 M 7 (TA)12 54 2 0.18 

40 SATT 257 N 3 (ATA)10 60 3 0.64 

41 SATT 270 I 20 (TTA)16 58.3 3 0.61 

42 SATT 274 D1b 2 (TAT)18 61 2 0.21 

43 SATT 277 C2 6 (ATA)41 58 2 0.04 

44 SATT 286 C2 6 (ATT)18 56.8 2 0.06 

45 SATT 294 C1 4 (TAT)23 60.2 2 0.50 

46 SATT 302 F 12 (ATA)13AAG(TAA)4 55.9 2 0.49 

47 SATT 303 G 18 (TAA)20 47.3 3 0.55 

48 SATT 308 M 7 (TTA)22 62.5 4 0.72 

49 SATT 313 L 19 (ATT)14 62 2 0.50 



Villela et al.          2621 
 
 
 

Table 5. Contd. 
 

50 SATT 317 H 12 (TCAT)3(TTA)21 59 2 0.34 

51 SATT 335 F 13 (TCT)4 57 3 0.46 

52 SATT 342 D1a 1 (ATT)21 58.2 2 0.48 

53 SATT 353 H 12 (TTA)17 63 2 0.50 

54 SATT 355 E 15 (CAT)6(AAT)14 61 3 0.41 

55 SATT 358 O 10 (ATA)19 63 3 0.46 

56 SATT 371 C2 6 (TAA)11 56.2 2 0.40 

57 SATT 384 E 15 (ATA)16 61 2 0.15 

58 SATT 396 C1 4 (TTA)9 56 2 0.11 

59 SATT 398 L 19 (ATTA)3 61 2 0.47 

60 SATT 399 C1 4 (ATT)14 54.5 2 0.15 

61 SATT 415 B1 11 (TAA)4 59.2 2 0.20 

62 SATT 417 K 9 (AAT)18 54 2 0.49 

63 SATT 420 O 10 (TAT)16 57 2 0.44 

64 SATT 423 F 13 (TAT)19 50 2 0.47 

65 SATT 426 B1 11 (ATT)5 62.7 2 0.13 

66 SATT 434 H 12 (ATA)32 55.5 2 0.44 

67 SATT 442 H 12 (TAA)35 61 2 0.40 

68 SATT 449 A1 5 (TTA)21 56 3 0.63 

69 SATT 458 D2 17 (TAT)30 64 2 0.50 

70 SATT 468 D1a 1 (ATTT)3TGAAATTCTTCATATT(TTA)14 59 2 0.34 

71 SATT 476 C1 4 (ATA)20 56.3 2 0.49 

72 SATT 480 A2 8 (TAT)14 56.4 2 0.37 

73 SATT 496 I 20 (ATT)13 62 2 0.50 

74 SATT 510 F 13 (TAT)9 62 3 0.64 

75 SATT 540 M 7 (TTA)15 58 2 0.49 

76 SATT 542 D1b 2 (TAA)19 55 2 0.16 

77 SATT 545 A1 5 (TTA)24 52 2 0.49 

78 SATT 551 M 7 (AAT)8 54 2 0.33 

79 SATT 556 B2 14 (AAT)14 54 3 0.56 

80 SATT 562 I 20 (TTA)18 57 2 0.37 

81 SATT 571 I 20 (ATA)14 50 3 0.52 

82 SATT 591 A1 5 (ATT)17 50.8 2 0.26 

83 SATT 610 G 18 (ATA)9 56.8 2 0.46 

84 SATT 632 A2 8 (AAT)17 53.6 2 0.50 

85 SATT 663 F 13 (TTA)27CTATTACTATTAC(TAT)4 56 2 0.21 

86 SATT 703 D1b 2 (ATT)27 56.9 2 0.47 

Total      195  

Mean      2.27 0.42 

 
 
 

Table 6. Minimum and maximum measurements of dissimilarity obtained between 

cultivars belonging to the same genetic breeding programs. 

 

Breeding 

Programs 

Minimum Maximum 

Jaccard’s Coefficient Pairs Jaccard’s Coefficient Pairs 

Brasmax 0.0764 5-8 0.5102 4-6 

Coodetec 0.2666 11-14 0.5617 10-14 

Embrapa 0.1497 16-17 0.6104 16-23 

Monsanto 0.3773 46-47 0.5901 39-47 

Pioneer 0.1923 53-54 0.5577 54-57 

TMG 0.2374 65-66 0.6031 68-73 
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Figure 2. Dendrogram obtained using the UPGMA method, representing genetic dissimilarity among 74 RR soybean cultivars, 

based on 86 SSR markers. Bootstrap node support, represented in percentages, shows clustering stability.  

 
 
 
program showed the lowest dissimilarity between 
cultivars (0.07), among all minimum measures observed. 
Moreover, it also had the lowest dissimilarity between 
cultivars (0.51) when compared to the maximum 
distances among programs, indicating the existence of 
lower genetic variability among their cultivars. 

The UPGMA cluster analysis, based on the genetic 
dissimilarity matrix, showed that the 74 cultivars formed 
six major groups (Figure 2). Bootstrap analysis 
expressed high statistical support for the most part of the 
nodes in the dendrogram. The cophenetic correlation 
between the dissimilarity matrix and the dendrogram was 
significant at 1% of probability (0.66) by the test t. 
Bootstrap analysis and cophenetic correlations indicated 

that SSR dendrogram clustering accurately depicted 
estimated genetic distances among soybean cultivars. 
Group I contained 14 cultivars, which represented 18.9% 
of the total cultivars evaluated. The cultivars M7578 and 
M7211 formed the isolated groups II and III, respectively. 
Group IV was the largest group consisting of 29 
genotypes (39.1%), including cultivars from almost all the 
breeding programs. Group V and VI were formed by 
contained 18 and 11 cultivars representing respectively 
24.3 and 14.8% of the total genotypes evaluated. 
Analyzing cultivars distribution within breeding programs, 
the 12 genotypes from Monsanto were distributed in all 
the six groups formed (I, II, III, IV, V and VI) and two of 
them were in the isolated groups II (M7578) and III (M7211). 

 
 



 
 
 
 
The 11 TMG cultivars were clustered in the groups IV, V 
and VI. The 19 cultivars from Embrapa showed less 
diversity due to their clustering in only two groups (I and 
IV), were the Coodetec and Pioneer cultivars, which were 
distributed in the groups IV and V and V and VI, 
respectively. All the Brasmax cultivars were clustered in 
the group V, indicating a greater genetic similarity 
between them.  

Through the genealogy of some cultivars belonging to 
the same group, it is possible to verify parental in 
common, such as BRS243 and BRS244 from Embrapa. 
Both have genealogy Embrapa 59 and the bulk E96 246 
as similar parental. The low genetic diversity found may 
be due to evaluation of sib lines. The dendrogram 
showed the formation of two subgroups exclusive to 
Embrapa and Brasmax breeding programs. The BRS 
243, BRS 244, BRS 246, BRS Charrua and BRS Pampa 
cultivars from Embrapa formed a subgroup within the 
group I. Despite this clustering, the Embrapa cultivars 
were distributed into two groups, which indicated 
variability. The opposite occurred with the Brasmax 
cultivars (BMX Apolo, BMX Energia, BMX Força, BMX 
Potência, BMX Impacto and BMX Magna), all of them 
formed a subgroup within the group V, indicating a close 
similarity and practically no genetic variability in its 
germplasm. Cluster analysis using hierarchical methods 
have been widely used in studies of genetic diversity 
(Yamanaka et al., 2007; Singh et al., 2010). Wang et al. 
(2010) studying genetic variability in 40 soybean 
accessions of cultivars, landraces and wild soybeans 
collected from China found that wild soybeans and 
landraces possessed greater allelic diversity than 
cultivars and the UPGMA results also exhibited that wild 
soybean was of more abundant genetic diversity than 
cultivars.  

Moreover, hierarchical methods have shown good 
agreement between the dendrograms generated and the 
kinship among accessions evaluated. Bonato et al. 
(2006) observed that the dendrogram obtained with AFLP 
markers was consistent with the pedigree of soybean 
genotypes analyzed. Priolli et al. (2010) found that the 
clustering of 168 soybean cultivars obtained by UPGMA 
method, based on the information of SSR markers, were 
consistent with ancestors which are common among 
cultivars within the same group. 
 
 
Comparison between phenotypic and molecular 
analyses 
 
Both the phenotypic data, represented by the agronomic 
traits, as the molecular data proved to be a useful tool on 
diversity characterization among the RR cultivars. Both 
methods demonstrated that Monsanto cultivars were 
clustered into various groups, indicating highest diversity 
among cultivars, which may be due to this company 
having  been  responsible  for  the  development  of  RR 
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soybeans and to their strong research effort in this area 
(Green, 2009). Although, the TMG cultivars have been 
grouped into fewer groups, they did show a relatively high 
genetic divergence when analyzed by both methods. 
Moreover, the methods equally indicated that the 
Coodetec, Pioneer and Brasmax programs had a low 
diversity since these genotypes were clustered in only 
one or two groups. The use of highly related genotypes 
as receptors of the RR gene within the soybean breeding 
programs may have caused the low genetic diversity 
observed in this study.  

Li et al. (2008) observed that soybean cultivars from 
the same breeding programs were clustered in the same 
group and attributed this to a restricted use of parents in 
developing these cultivars. Vieira et al. (2009) also 
described low genetic diversity among cultivars from the 
same breeding program when they evaluated 53 soybean 
cultivars commercialized in Brazil. The formation of one 
group containing most of the 74 cultivars was also 
observed on the phenotypic and molecular analyses 
demonstrating the genetic similarity among RR soybean 
cultivars, even for cultivars belonging to distinct breeding 
programs. Santos et al. (2011), analyzing diversity 
between 48 Brazilian soybean cultivars, observed a 
tendency for transgenic cultivars to form a single and 
very similar group.  

Sneller (2003), studying the genetic structure of 
soybean elite population in North America and the effect 
of recurring crosses with RR soybeans on the genetic 
divergence of these lines, concluded that RR technology 
generally had only a small impact on cultivar genetic 
diversity. However, based on the low diversity found 
between the elite lines of some companies, the author 
concluded that the low diversity in some programs, with 
the low germplasm exchange, could affect the available 
variability in the future. Studying the genetic structure 
basis of soybean in Brazil, Wysmierski and Vello, (2013) 
pointed out an increasing number of ancestors over all 
period, as well as its relative genetic contribution also 
increased from 46.6 to 57.6%, indicating a narrowing of 
the genetic base. These authors suggested if there is 
interest by the companies to increase the genetic base, 
they should choose the parents with the most divergent 
pedigrees. Contradicting these results, Vieira et al. 
(2009), Santos et al. (2011) and Peluzio et al. (2009), 
have detected variability among soybean elite 
populations in Brazil. Although both analyses shared 
most of the results, there were some differences. The 
most divergent cultivar pairs identified with Euclidean 
distance (phenotypic data) differed from those obtained 
with the Jaccard Coefficient (molecular data). However, it 
can be seen that for both methods, the minimum 
distances always occurred among the Brasmax cultivars. 
Differences were also observed in the cultivars clustering 
within the Embrapa program. Such cultivars were less 
divergent when analyzed by molecular markers being 
separated  into two groups  and not into six as occurred 
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with the phenotypic analysis.  

The correlation coefficient between genetic distances 
estimated by phenotypic and molecular data was low but 
significant (r=0.11, P<0.01. t-Test and Mantel’s Test with 
10,000 simulations). Gouvêa et al. (2010) also observed 
low correlations between the genetic distances based on 
SSR and the phenotypic data in the rubber tree (r=0.13, 
P<0.01). However, Li et al. (2008) found moderate 
correlation coefficients (r=0.31 p < 0.01) in soybean 
utilizing SSR markers. Chiorato et al. (2007), on 
correlating matrices from agronomic variables and RAPD 
molecular descriptors in dry beans, also found moderate 
correlation coefficients (r=0.33, p<0.01). The difference 
between the most divergent cultivar pairs found from the 
Euclidean distance and Jaccard’s Coefficient, as well as 
the low correlation between the phenotypic and molecular 
data, indicate that each method estimated the divergence 
between genotypes in a distinct way. According to 
Roldan-Ruiz et al. (2001), an alternative way to deal with 
the low correlation between genetic and phenotypic 
distance, would be selecting only molecular markers 
associated with phenotypic traits. Another factor which 
makes the occurrence of an association between 
phenotypic and molecular data more difficult to observe is 
that the variation detected by the molecular markers is 
not adaptive and, therefore, not subject to selection, in 
contrast to the agronomic traits, which are subject to both 
natural and artificial selection, as well as suffering a 
significant environmental influence (Vieira et al., 2005). 
The soybean cultivars used in this study are a 
representative sample of the RR cultivars grown and 
commercialized in Brazil. Therefore, it was possible to 
make an inference on the existing genetic diversity into 
the breeding programs that developed these cultivars. 
Even without the genealogical information, the 
dendrograms developed from the phenotypic and 
molecular data grouped cultivars according to their 
origins.  

The results of this study show that some breeding 
programs had less genetic diversity, indicating the use of 
a narrow genetic base for developing their RR cultivars. 
The introduction of variability into soybean breeding 
programs to generate new combinations from the 
widening of the genetic base of this crop is fundamental 
for dealing with new demands and avoiding the risks of 
genetic vulnerability. The selection of more divergent 
cultivars, based on the dendrograms presented, is a 
viable alternative, which can be used commercially to 
avoid production losses related to the extensive use of 
cultivars with a narrow genetic base. 
 
 

Conclusion 
 
The existence of genetic variability between RR soybean 
cultivars was verified. Both agronomic traits and SSR 
molecular markers are useful tools for estimating the 
existing   divergence  among  RR  cultivars.  Multivariate 

 
 
 
 
techniques based on agronomic traits and SSR molecular 
markers show differential ability to estimate genetic 
divergence between genotypes and should be used as 
complementary tools. 
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Citrus species are among the most important fruit trees in the world and are considered as a major 
export product of Egypt.  Forty-eight Citrus L. accessions representing six citrus groups (orange, 
mandarin, lemon, sour orange, grape fruit and pummelo) were collected. Chemical proprieties including 
pH, total acidity, total soluble solids and ascorbic acid of different fruit juices were determined. Eight 
accessions representing different citrus groups were screened for their antibacterial activity against five 
pathogenic bacteria (Escherichia coli, Salmonella typhi, Staphylococcus aureus, Micrococcus spp. and 
Bacillus pumilus). Lemon and lime accessions exhibited the highest antibacterial activity compared to 
the standard antibiotics (ampicillin and streptomycin). However, grapefruit and pummelo accessions 
showed no inhibitory effect. Inter-simple sequence repeats (ISSR) markers were used to study the 
genetic diversity and phylogenetic relationships among citrus accessions. The highest level of 
polymorphism (71%) was detected amongst lemon and lime accessions, whereas, the lowest 
percentage of polymorphism (18%) was identified within the sour orange group. The phylogenetic tree 
separated the varieties into discrete clusters according to their respective citrus group. Citrus groups 
were initially divided into two main clusters at 0.18 level of similarity. Lemon, lime, mandarin and sour 
orange were grouped in the first cluster, while sweet orange, grapefruit and pummelo were nested in the 
second cluster. 
 
Key words: Citrus, genetic diversity, ISSR markers, chemical analyses, antibacterial. 

 
 
INTRODUCTION 
 
The genus Citrus L. (family Rutaceae; sub-family 
Aurantioideae) includes some of the principal fruit crops 
of worldwide importance such as the citrons (C. medica 
L.), lemons [C. limon (L.) Osbeck], limes [C. aurantifolia 
(Christm.) Swingle], mandarins (C. reticulate Blanco), 
sour oranges (C.  aurantium L.), sweet oranges [C. 
sinensis (L.) Osbeck], grapefruits (C. paradisi Macf.) and 

pummelos [C. maxima (Burm.) Merr.] (Golein et al., 
2012). Citrus fruits are recognized as an important com-
ponent of the human diet, providing a variety of cons-
tituents important to human nutrition, including vitamin C 
(ascorbic acid), folic acid, potassium, flavonoids, cou-
marins, pectin and dietary fibers (Dugo and Di Giacomo, 
2002). Flavonoids in citrus have a broad spectrum of 
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biological activities including antibacterial, antioxidant, 
antidiabetic, anticancer, analgesic, anti-inflammatory and 
antianxiety (Sidana et al., 2013). 

Worldwide production of citrus reached more than 129 
million tons from cultivated trees in 140 countries around 
the world FAOSTAT (2012). The statistics Division of the 
Food and Agriculture Organization of the \United Nations 
(FAO) http://faostat.fao.org/, making citrus the leading 
cultivated tree crop. Citrus production in the 
Mediterranean Basin (22,441 thousand tons) is third only 
to China and Brazil (FAO, 2012) and accounts for about 
20% of the world citrus production and about 60% of the 
world fresh citrus trade (CLAM, 2007). Spain is the 
leading producing country, whereas Italy and Egypt rank 
second and third, respectively. Egypt represents about 
15% of the total citrus production in the Mediterranean 
Basin (CLAM, 2007) and is considered the ninth largest 
citrus producer in the world (Ahmed, 2012) with a global 
market share of 3.1% of the world citrus production 
FAOSTAT (2012) The statistics Division of the food and 
Agriculture Organization of the United Nations (FAO) 
http://faostat.fao.org/. The production is mainly composed 
of oranges, mandarins and limes, which represent more 
than 98.8% of the total citrus area (Eid and Guindy, 
2008).  

Evaluation of genetic diversity and genetic relationships 
among various accessions is of fundamental importance 
for plant breeding programs. This information can provide 
predictive estimates of genetic variation within a species, 
thus facilitating breeding material selection (Qi et al., 
2008). In recent years, the progress made in the develop-
ment of DNA based marker systems has advanced our 
understanding of genetic resources diversity and their 
gene mapping (Kalia et al., 2011). Many citrus genetic 
maps have been developed over the past decade (Chen 
et al., 2007; Roose, 2007); each genetic map has a 
different mapping population type and size, genome 
coverage, and marker systems. Most of these maps were 
covered by a majority of randomly amplified polymorphic 
DNA (RAPD), amplified fragment length polymorphisms 
(AFLP), inter-simple sequence repeats (ISSR), and 
simple sequence repeats (SSR)  markers (Gulsen et al., 
2010). Among these markers, ISSR has been widely 
used to assess the genetic diversity between different 
citrus species (Sankar and Moore, 2001; Uzun et al., 
2010; Yang et al., 2010).  

The objectives of this study were to analyze the 
chemical properties of forty-eight citrus accessions, 
explore their genetic diversity at intra-and interspecific 
levels of variation and screen the antibacterial activity of 
a representative sample from each citrus group against 
human pathogenic bacteria. 
 
 

MATERIALS AND METHODS 
 

Plant materials 

 
Samples  from  young leaves and  fresh  fruits  were  collected from 
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48 individual trees, representing six citrus groups (sweet orange, 
mandarin, lemon, lime, sour orange, grape fruit and pummelo) from 
Moshtohor on-farm collection, Faculty of Agriculture, Benha 
University (Table 1) 
 
 
Preparation of juice 

 
At the time of maturation and ripeness, ten fresh fruits for each 
accession were sampled. Fruits were washed in running tap water 
in the laboratory, surface sterilized with 70% alcohol, rinsed with 
sterile distilled water and cut open with a sterile knife and the juice 
pressed out into a sterile universal container. Then juice was 

filtered using 0.45 membrane filter (Millipore
©
, USA) into another 

sterile container to remove the seeds and other tissues. 
 
 
Determination of pH and total acidity  

 
Total acidity of the juices was determined by titration method as 
reported by Rekha et al., (2012). Fruit juice was diluted to 10% with 
distilled water and then titrated against 0.1N NaOH (standardized 

using standard Oxalic acid) using Phenolphthalein indicator. The 
end point was noted when the color changed from colorless to pale 
pink. All measures were done in triplicate and dilution factor was 
considered; total acidity was calculated in terms of citric acid using 
the following formula, Acidity (g/100 mL) = Normality of the juice x 
Equivalent weight of citric acid. The pH of citrus juice was 
determined using a digital pH meter (Thermo

©
, USA). 

 
 
Determination of total soluble solids (TSS) 

 
Total soluble solids (TSS) were measured using digital 
refractometer (Atago Co., Ltd., Tokyo, Japan). All measures were 
done in triplicate; the TSS results were reported as ° Brix. 
 
 
Estimation of ascorbic acid (vitamin C) content  

 
Ascorbic acid content in fruit juice was determined by the 2, 6 
dichlorophenol-indophenol titrimetric method according to AOAC 
method No. 967.21 (AOAC, 2000). All measures were done in 
triplicate; the vitamin C content was expressed as mg/100 ml. 
 
 
Bacterial strains and cultural conditions 

 
The antibacterial tests were carried out against five human 
pathogenic bacteria; E. coli, S. typhi, S. aureus, Micrococcus spp., 
B. pumilus. The bacterial cultures were supplied from Microbiology 
Department, National Organization of Drug Control and Research, 
Giza, Egypt. The cultures were maintained on nutrient agar slants 
and sub-cultured for 24 h before use. 
 
 
Antibacterial activity test 

 
The agar diffusion method (CLSI, 2002;  Prescott et al., 2002) was 
used as a preliminary assay for testing the antibacterial effect of 
crude juice extracts of eight citrus accessions (Valencia orange, 
Balady mandarin, Eureka and Rough lemon, Balady lime, Balady 
sour orange, Duncan grapefruit and Egyptian pummelo) that 
represent different citrus groups. A previously liquefied and 
sterilized nutrient agar medium (20 ml) was poured into Petri-plates 

of 100 mm size (to make uniform thickness) and kept for solidifying. 
One milliliter of 10

9
 a log phase bacterial culture was spread over 

the solidified media. Wells of 10 mm diameter were made in each 

http://faostat.fao.org/
http://faostat.fao.org/
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Table 1. List of citrus accessions used in this study. 
 

No. 
NGB* 

accession 
Common name Scientific name No 

NGB* 

accession 
Common name Scientific name 

Sweet orange   Lemon and Lime   

1 127 San Gwen C. sinensis 27 153 Eureka  C. limon 

2 128 Balady C. sinensis 28 154 Eureka  C. limon 

3 129 Jaffa C. sinensis 29 155 Variegated Pink C. limon 

4 130 Regular bearing C. sinensis 30 156 Variegated Pink C. limon 

5 131 Succari C. sinensis 31 157 Sweet lemon  C. limetta 

6 132 Mouzambique C. sinensis 32 158 Sweet lime  C. limetta 

7 133 Blood Balady C. sinensis 33 159 Sweet lime  C. limetta 

8 134 Tunisi C. sinensis 34 160 Succari lime  C. limetta 

9 135 Navel C. sinensis 35 161 Rough lemon  C. jambhiri 

10 136 Khalili White C. sinensis 36 162 Balady lime  C. aurantifolia 

11 137 Khalili Red C. sinensis Sour orange   

12 138 Greek compressed C. sinensis 37 163 Balady  C.  aurantium 

13 139 Tanneriffe C. sinensis 38 164 Balady C.  aurantium 

14 140 Centrial  C. sinensis 39 165 Barzi  C.  aurantium 

15 141 Mezazie C. sinensis Grapefruit   

16 142 Mafred C. sinensis 40 166 Grapefruit  C. paradisi 

17 143 Roja C. sinensis 41 167 White Grapefruit  C. paradisi 

18 144 Valencia C. sinensis 42 168 Duncan C. paradisi 

19 145 Golden Nagen  C. sinensis 43 169 Marsh C. paradisi 

20 146 Hamlin  C. sinensis Pummelo   

Mandarin   44 170 Broad leaf   C. maxima 

21 147 Cleopatra C. reshni 45 171 Egyptian C. maxima 

22 148 Clementine  C. reticulata 46 172 Rabehe  C. maxima 

23 149 Clementine  C. reticulata 47 173 Gizawe  C. maxima 

24 150 Balady C. deliciosa 48 174 Moneybi  C. maxima 

25 151 Satsuma C. unshiu     

26 152 Santara Citrus spp     
 

*NGB: National gene Bank, Giza, Egypt. 

 
 
 
plate with a sterilized stainless steel borer. One hundred µl of fresh 
juice sample was poured into the well and compared to 100 µl 
Ampicillin and Streptomycin antibiotics (100 µg/ml) (Serva

©
, 

Germany) as standards. Sterilized H2o was used as a negative 
control. The plates were performed in triplicates and then left 
standing for 3 hrs at 4°C (Sultana et al., 2012) for proper diffusion 
of the tested juices. After diffusion process, all the Petri plates were 
incubated at 37°C for 24 h, and then they were observed for zones 
of inhibition. 
 
 
DNA extraction and ISSR analysis  

 
Total DNA extraction was isolated using DNeasy Plant Mini Kit 
(Qiagen

©
, Germany) according to the manual procedures. Out of 30 

tested ISSR primers, a total of 13 primers (Table 2), that generated 
clear reproducible banding patterns, were chosen for the final 
analysis. PCR reaction was performed in  25 µl reaction mix 
containing  1 X PCR buffer,  2 mM MgC12,  0.2 mM of each dNTPs,  
1 µM oligonucleotide primer, 25 ng genomic DNA and  1 unit of Taq 

DNA polymerase (Promega
©
, USA). Amplification was performed in 

a 96-well Thermal Cycler (BioRad
©
, USA) under the following 

conditions: 3 min at 94°C for 1 cycle, followed by 1 min at 94°C, 1 

min at annealing temperature (Table 2) , and 2 min at 72°C for 35 
cycles, and 7 min at 72°C for a final extension step. PCR products 
were separated by electrophoresis on a 1.5% agarose gel stained 
by ethidium bromide and photographed by gel documentation 
(BioRad

©,
 USA). The banding patterns generated by ISSR markers 

were analyzed and compared to determine the genetic diversity and 
relatedness among different citrus genotypes. The amplified 
fragments were scored either as present (1) or absent (0). The 
genetic similarity and similarity matrix among genotypes were 
estimated according to Dice coefficient (Sneath and Sokal, 1973) 
and based on Nei’s (1972) genetic distance. Dendrograms showing 
phylogenetic relationships were constructed using the Un-weighted 
Pair Group Method with Arithmetic Averages (UPGMA) by Phoretix 
1D software (TotalLab, UK). 
 
  
Statistical analysis 

 
The physiochemical data were statistically analyzed using SPSS 
Software for Windows (version 21; SPSS Inc., USA) to evaluate the 

significant differences at p<0.05 and to construct the correlation 
matrix. Antibacterial activity data were analyzed using the MSTATC 
analysis software according to Snedecor and Cochran (1980). 
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Table 2.  List of primer names, sequences, annealing temperatures, total number, and size of amplicons and number of 
polymorphic bands as revealed by ISSR markers among the 48 citrus accession. 
 

Primer  Sequence Annealing temperature (°C) 
PCR amplified fragments 

Number of polymorphic bands 
Number size range (bp) 

H12 (GA)8YT 41.0 19 140-1300 19 

H13 (GA)8YC 42.5 22 90-2434 22 

H14 (GA)8YG 44.0 20 180-1160 20 

H15 AG)8YT 52.0 21 180-1510 20 

H16 (AG)8YC 56.5 26 100-2530 26 

H17 (AG)8YG 59.5 24 185-1466 24 

H21 (GT)8YC 60.5 22 180-3470 22 

H29 (GACA)4AT 41.5 19 195-1700 19 

P2 (CA)6GG 48.0 25 180-1500 25 

P3 (CA)6AC 42.5 21 195-1425 21 

P4 (GTG)3GC 52.5 23 180-1360 23 

P11 (GAG)3GC 45.0 17 220-1280 17 

P16 ACG(GT)7 50.0 19 190-810 18 

Total  - - 278 - 275 

Average - - 21.4 - 21.2 

 
 
 
RESULTS 
 
Chemical analysis of citrus fruit juices 
 
Some chemical properties including pH, total acidity, total 
soluble solids and ascorbic acid of fresh fruit juices are 
shown in Table 3. The results show that, pH ranged from 
2.50 in variegated pink lemon (Accessions NGB 155 and 
NGB-156) to 6.79 in Tunisi sweet orange fruits (NGB-
134). However, titratable acidity ranged from 0.40% in 
Sweet lemon (NGB-157) fruits to 8.82 g citrate/100 ml in 
Balady sour orange (NGB-164). The highest solid soluble 
content (12.2

o
Brix) was determined in Cleopatra 

mandarin (NGB-147), while the lowest soluble solids 
content (5.9°Brix) was detected in Variegated pink lemon 
(NGB-155 and NGB-156). The ascorbic acid content 
ranged from 4.2 mg/100 ml in Sweet lemon (NGB-157) to 
56.9 mg/100 ml in Hamlin sweet orange (NGB-146) and 
Egyptian pummelo (NGB-171). 
 
  
Antibacterial screening of citrus juice  
 

The antibacterial activity of fresh juice of eight accessions 
representing different citrus groups compared to standard 
antibiotics (Ampicillin and Streptomycin) was screened 
against five pathogenic bacteria using agar diffusion 
assay (Table 4). Lemon and lime accessions exhibited 
the highest antibacterial activity against tested patho-
genic bacteria, followed by Balady mandarin (NGB-150) 
which showed a moderate activity. Whereas, Valencia 
sweet orange (NGB-144) and Balady sour orange (NGB 
163) displayed a feeble bioactivity. On the other hand, 
Duncan grapefruit and Egyptian pummelo accessions 

had no inhibitory effect. In general, Balady lime (NGB-
162) had the highest antibacterial activity compared to 
other tested Citrus species (Table 4 and Figure 1). 
 

 

Genetic diversity within Citrus genus 
 

The genetic diversity of 48 citrus accessions was studied 
using 13 selected ISSR primers (Table 2) which gene-
rated reproducible and scorable patterns, compared to 
the other primers, which produced smears, or fuzzy 
patterns that could not be scored. Out of the 278 total 
amplified amplicons, 275 were polymorphic. The number 
of fragments amplified per primer varied from 17 (primer 
P11) to 26 (Primer H16), with an average of 21.4 fragments 
per primer (Table 2).  

The highest number of amplified polymorphic ampli-
cons was identified among lemon and lime group, which 
resulted in 71% polymorphism (Table S1). However, the 
lowest number of amplified polymorphic amplicons was 
detected among sour orange group, which resulted in 
18% polymorphism (Table S1). 
 
 

Genetic differentiation between species 
 

The analysis of amplified amplicons produced by ISSR 
primers revealed the presence of positive unique markers 
that allowed the differentiation between different citrus 
species (Table S2). Six Citrus species (C. sinensis, Citrus 
spp., C. limetta, C. jambhiri, C. aurantifolia and C. 
aurantium) were discriminated by species specific unique 
ISSR markers (Table S2). The number of unique markers 
ranged from one in C. limetta species to 33 in C. 
aurantium species. 
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Table 3. Total soluble solids (TSS), pH, acidity percent and ascorbic acid of citrus fruits juice*. 
 

Variety Citrus Acces. TSS Brix
o
  pH  Acidity gm citrate/100 ml  Ascorbic  acid** 

Sweet 
orange 

127 ND  ND  ND  ND 

128 8.7 ± 0.12  3.97 ± 0.02  2.00 ± 0.07  35.0 ± 1.6 

129 9.1 ± 0.10  4.09 ± 0.00  1.84 ± 0.07  35.3 ± 0.46 

130 8.8 ± 0.06  3.97 ± 0.00  1.52 ± 0.07  43.7 ± 0.46 

131 11.0 ± 0.00  6.28 ± 0.00  0.76 ± 0.07  21.1 ± 0.46 

132 9.6 ± 0.06  3.77 ± 0.02  2.56 ± 0.07  53.7 ± 2.09 

133 9.7 ± 0.06  3.94 ±0.04  2.16 ± 0.12  37.4 ± 1.82 

134 11.2 ± 0.20  6.79 ± 0.00  0.76 ± 0.07  28.4 ± 0.00 

135 11.6 ± 0.06  4.36 ± 0.01  1.16 ± 0.07  38.9 ± 0.91 

136 10.7 ± 0.11  3.99 ± 0.03  2.12 ± 0.07  33.4 ± 0.46 

137 9.2 ± 0.00  3.97 ± 0.00  1.52 ± 0.14  41.6 ± 0.91 

138 8.8 ± 0.00  4.16 ± 0.02  1.56 ± 0.00  42.9 ± 1.20 

139 12.1 ±0.06  4.08 ± 0.00  1.20 ± 0.00  26.3 ± 1.20 

140 10.2 ± 0.06  4.20 ± 0.01  1.96 ± 0.07  37.7 ± 1.20 

141 11.7 ± 0.12  4.17 ± 0.01  1.40 ± 0.07  27.1 ± 1.20 

142 9.8 ± 0.06  3.99 ± 0.02  2.64 ± 0.12  41.3 ± 1.64 

143 11.3 ± 0.12  3.75 ± 0.04  2.40 ± 0.00  45.0 ± 0.00 

144 10.3 ± 0.12  3.53 ± 0.03  3.85 ± 0.12  38.2 ± 0.91 

145 10.4 ± 0.06  3.87 ± 0.01  2.24 ± 0.18  37.4 ± 0.46 

146 10.8 ± 0.00  4.11 ± 0.00  1.24 ± 0.07  56.9 ±0.00 
             

Mandarin 

147 12.2 ± 0.06  3.70 ± 0.00  0.78 ± 0.01  16.8 ± 0.00 

148 
10.7 ± 0.00 

 
3.77 ± 0.07 

 
0.75 ± 0.00 

 
23.5 ± 0.01 

149    

150 10.0 ± 0.06  3.41 ± 0.02  2.08 ± 0.07  4.3 ± 0.40 

151 9.1 ± 0.00  3.59 ± 0.13  0.68 ± 0.00  14.2 ± 0.06 

152 11.5 ± 0.7  3.20 ± 0.17  1.22 ± 0.00  29.3 ± 0.06 
             

Lemon 
and lime 

153 8.1 ± 0.00  2.82 ± 0.01  6.46 ± 0.07  22.9 ± 0.79 

154            

155 5.9 ± 0.06  2.50 ± 0.00  4.90 ± 0.07  22.7 ± 0.00 

156            

157 7.1 ± 0.12  5.94 ± 0.01  0.40 ± 0.07  4.2 ± 0.46 

158 10.1 ± 0.06  5.91 ± 0.04  0.84 ± 0.12  5.5 ± 0.79 

159            

160 ND ND  ND ND       

161 11.0 ± 0.06  2.72 ± 0.03  6.55 ± 0.10  22.1 ± 0.00 

162 12.0 ± 0.00  2.68 ± 0.00  5.17 ± 0.00  26.3 ± 0.46 
             

Sour 
orange 

163 10.9 ± 0.06  2.97 ± 0.01  7.26 ± 0.07  42.7 ± 2.09 

164 10.1 ± 0.06  3.20 ± 0.01  8.82 ± 0.07  29.5 ± 1.82 

165 9.0 ± 0.00  2.98 ± 0.00  7.70 ± 0.12  21.3 ± 0.79 
             

Grapefruit 

166 ND   ND   ND   ND  

167 ND   ND   ND   ND  

168 8.7 ± 0.06  3.41 ± 0.00  3.29 ± 0.07  39.8 ± 0.91 

169 9.8 ± 0.06  3.37 ± 0.02  3.13 ± 0.00  43.2 ± 1.64 
             

Pummelo 

170 11.0 ± 0.06  3.28 ± 0.03  4.29 ± 0.07  54.2 ± 0.46 

171 11.0 ± 0.06  3.39 ± 0.02  4.25 ± 0.07  56.9 ± 1.37 

172 9.9 ± 0.06  3.52 ± 0.00  1.56 ± 0.05  19.2 ± 0.00 

173 9.9 ± 0.06  3.55 ± 0.00  1.37 ± 0.05  22.2 ± 0.00 

174 9.0 ± 0.00  2.85 ± 0.00  4.83 ± 0.18  27.8 ± 0.01 
 

ND, Not Determined; *Means are followed by standard deviation, ** Ascorbic acid was determined as mg/ 100 ml. 
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Table 4. Antibacterial activity of fresh juice of some citrus accessions compared to standard antibiotics (Ampicillin and Streptomycin) 
against tested pathogenic bacteria. 
 

Tested citrus juice/ antibiotic Variety 

Zone of Inhibition (mm)* 

E. coli S. typhi S. aureus Micrococcus spp. 
B. 

pumilus 

Valencia (144) Sweet orange 2 ± 0.58 3 ± 0.58 4 ± 0.58 3 ± 0.58 2 ± 0.58 

Balady (150) Mandarin 16 ± 0.10 18 ± 0.58 16 ± 0.58 21 ± 0.58 18 ± 0.58 

Eureka (NGB 153) Lemon 18 ± 0.58 24 ± 1.00 28 ± 1.53 26 ± 1.53 20 ± 1.53 

Rough (NGB 161) Lemon 18 ± 1.15 22 ± 1.00 25 ± 1.73 29 ± 3.2 23 ± 3.51 

Balady (NGB 162) Lime 30 ± 1.53 29 ± 3.00 25 ± 1.00 26 ± 1.53 25 ± 1.00 

Balady (NGB 163) sour orange 3 ± 0.58 4 ± 0.58 3 ± 0.58 5 ± 0.58 4 ± 0.58 

Duncan (NGB 168) Grapefruit - - - - - - - - - - 

Egyptian (NGB 171) Pummelo - - - - - - - - - - 

Ampicillin   (100 µg/ ml) 25 ± 1.15 26 ± 0.58 20 ± 1.53 31 ± 1.00 25 ± 1.73 

Streptomycin  (100 µg/ ml) 20 ± 1.00 15 ± 1.00 19 ± 0.58 22 ± 0.58 20 ± 3.00 
 

*Means followed by the Standard Deviation (SD) 
 
 
 

 
 
Figure 1. Antibiograms of Balady lemon juice (NGB-162) and used antibiotics (100 µg/ml) against tested bacteria. A, 

Balady lemon juice (NGB-162) juice; B, Ampicillin; C, Streptomycin; D, Sterile water. 

 
 
 
Cluster analysis 
 
Similarity matrix based on the ISSR data was calculated 
according to Dice coefficient (Sneath and Sokal, 1973). 
The highest genetic similarity (0.98) was identified among 

the accessions belonging to sweet orange group. 
However, the highest genetic diversity (0.12 similarity 
coefficient) was detected between lemon and lime group 
and sweet orange group. The UPGMA dendrogram based 
on the 278 ISSR amplified bands of the 48 accessions
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Figure 2. UPGMA dendrogram based on Nei’s (1972) genetic distance for the forty-eight citrus 

accessions constructed by cluster analysis of ISSR markers. The numbers following the Citrus 
species are the accessions numbers. 

 
 
 
(Figure 2), showed six well-defined lineages, corresponding 
to the different citrus groups (lemon, mandarin, sour 
orange, sweet orange, grapefruit and pummelo). The 
phylogenetic tree (Figure 2) divided citrus genotypes into 

two main clusters at 0.18 level of similarity; the first 
cluster included three sub-lineages; lemon, mandarin and 
sour orange groups, while the second cluster comprised 
sweet orange, grapefruit and pummelo groups. 



 
 
 
 
DISCUSSION 
 
Chemical properties of citrus fruits juice  
 
Chemical composition of genetic resources is an 
essential identification process in monitoring of the 
genetic quality during improvement and conservation 
(IPGRI, 1999). Citrus is a good source of vitamin C, 
which is the most important nutrient component in citrus 
fruit juice (Xu et al., 2008). Our study showed that sweet 
oranges and pummelo fruits are good sources of vitamin 
C. These findings are compatible with other results 
published by other workers (Pichaiyongvongdee and 
Haruenkot, 2009; Hashempour et al., 2013). On the other 
hand, lemon and lime varieties showed a moderate 
ascorbic acid content (4-26 g/100 ml), which is in 
agreement with results reported by Rekha et al. (2012). 
 
  
Antibacterial activity 
 
Citrus varieties are considered a rich source of secondary 
metabolites which have the ability to produce a broad 
spectrum of biological activities (Johann et al., 2007; 
Ghasemi et al., 2009). Results of the current study 
showed a promising antibacterial activity of selected 
citrus fruit juice against some human pathogenic bacteria 
(E. coli, S. typhi, S. aureus, Micrococcus spp. and B. 
pumilus). Among the tested accessions (Valencia orange, 
Balady mandarin, Eureka and Rough lemon, Balady lime, 
Balady sour orange, Duncan grapefruit and Egyptian 
pummelo), that represent different citrus groups, lime and 
lemon juices exhibited the highest biological activity. 
Lemons and limes have been known as an important 
medicinal plants and the potentiality of their juices as 
antimicrobial agents was previously confirmed (Tomotake 
et al., 2006; Jayana et al., 2010; Bansode and Chavan, 
2012; Hindi and Chabuck, 2013).  

In general, antimicrobial activity of Citrus may be 
referred to their rich content of flavonoids. Citrus 
flavonoids have a large spectrum of biological activity 
including antibacterial, antifungal, antidiabetic, anticancer 
and antiviral activities (Burt, 2004). Lemon juice is 
characterized by the presence of significant amounts of 
the flavones, flavanones, hesperidin and eriocitrin 
(Gattuso et al., 2007). The bioactivity of lemon juice 
containing-flavonoids like luteolin and apigenin (Gattuso 
et al., 2007) have been previously reported (Cushnie and 
Lamb 2005). 
 
 

Genetic analysis of the Citrus genus   
 
Understanding the genetic variation within and among 
populations is essential for the establishment of effective 
and efficient conservation practices for plant genetic 
resources (Yang et al., 2010). ISSR markers technique 
has  been  known  as   a  rapid,  reproducible  and  useful 
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method for distinguishing among different cultivars and 
clustering genotypes in the citrus species (Siragusa et al., 
2006; Yang et al., 2010). In the present study, 13 primers 
produced clear, species-specific fingerprint patterns with 
all samples and were sufficient to discriminate varietal 
groups of citrus and produced results consistent with 
previous studies (Yang et al., 2010). Polymorphism 
analysis exhibited an average of 99.2% polymorphism 
among the forty-eight accessions under study. Similarly, 
Hussein et al., (2003) reported an average of 82.4% 
polymorphism generated by eight ISSR primers among 
fourteen Egyptian citrus genotypes. The UPGMA 
phylogenetic tree (Figure 2) clearly splits the Egyptian 
accessions into two main clusters. The first cluster 
included lemon, lime, mandarin and sour orange 
varieties. This finding is compatible with the hypothesis 
that, lemon originated from citron and sour orange, with 
sour orange being the maternal parent (Nicolosi et al., 
2000; Gulsen and Roose, 2001). Also, clustering of 
mandarins and sour oranges into two sub-clusters, which 
is in agreement with the suggestion that mandarin, is the 
paternal parent of sour orange (Li et al., 2010). On the 
other hand, the second cluster included sweet orange, 
grapefruit and pummelo accessions. This grouping is in 
accordance with the hypothesis that pummelo is the 
maternal parent of sweet oranges (Nicolosi et al., 2000; 
Froelicher et al., 2011). Our study showed that, 
grapefruits were much closer to pummelos (0.76 genetic 
similarity) than sweet oranges (0.20 genetic similarity), 
which could confirm that grapefruit was derived from a 
backcross with pummelo (Barkley et al., 2006; Pang et 
al., 2007). In conclusion, the phylogenetic tree based on 
ISSR markers, separated the citrus varieties into discrete 
clusters according to their respective citrus group. 
 
 
Intra- variation within each citrus group 
 
Lemons and Limes 
 
Lemons and limes account for 10.3 and 0.21% of the 
total citrus cultivated area in Egypt, respectively (Eid and 
Guindy, 2008). All the accessions were grouped in one 
lineage; however, the variegated pink lemon accession 
(NGB-156) was located separately from the other 
varieties exhibiting a 0.79 genetic similarity. The high 
genetic similarity found amongst lemons and limes was 
previously reported by other workers (Federici et al., 
1998; Nicolosi et al., 2000). This genetic overlapping 
could be referred to the suggestion that, (C. medica) an 
ancestral of citrus species gave rise to lemons, limes, 
and rough lemons through various hybridization events 
(Barkley et al., 2006). 
 
 

Mandarins 
 
Mandarins  account  for 26.4% of the  total citrus  area  in 
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Egypt. In the present study, a high degree of genetic 
similarity ranging from 0.83 to 0.90 was detected 
between the six mandarin accessions, although they 
belonged to four different species (C. reticulate, C. 
delciosa, C. unshiu and Citrus spp.). The phylogenetic 
dendrogram showed that, mandarins were closer to sour 
oranges than lemon and lime cultivars, which is in 
agreement with other results published by EL-Mouei et 
al., (2011). 
 
 
Sour oranges 
 
Sour orange is the most widely used citrus root stocks in 
Egypt (Eid and Guindy, 2008) and worldwide (Siraguse et 
al., 2006). A high genetic similarity coefficient ranging 
from 0.95 to 0.97 was detected among the three sour 
orange accessions. Similarly, Hussein et al., (2003) 
reported a high genetic similarity among Spanish, Balady 
and Brazilian sour orange accessions belonging to C. 
aurantium species. 
 
 
Sweet oranges 
 
Orange production accounts for about 61% of total citrus 
production in Egypt (Eid and Guindy, 2008). Three 
principal varieties of oranges are produced in Egypt; 
Navel (35%), Valencia (18.4%) and Baladi (7.0%). ISSR 
markers revealed a high level of genetic similarity ranging 
from 0.83 to 0.98 among the twenty orange accessions. 
This narrow genetic base among the sweet orange 
accessions has been previously reported in many 
publications (Fang and Roose, 1997; Targon et al., 2000; 
Snoussi et al., 2012). 
 
 

Grapefruits and Pummelos 
 
Grapefruit is the fourth economically most important 
citrus fruit in the world (Uzun et al., 2010). A high level of 
genetic similarity was detected among grapefruit 
accessions ranging from 0.89 to 0.97; this narrow genetic 
base among the grapefruit cultivars has been reported in 
previous publications using different molecular markers 
(Fang and Roose, 1997; Corazza-Nunes et al., 2002). 
The high level of similarity within the grapefruit group 
supported the hypothesis that the majority of grapefruit 
cultivars were derived from the same ancestral tree by 
mutations (Gmitter, 1995). Pummelo has played an 
important role as a parent of many citrus fruits, such as 
lemons, oranges and grapefruits.  Among the five 
pummelo accessions, the genetic similarity ranged from a 
0.87 to 0.97. This in line with other published reports 
(Corazza-Nunes et al., 2002; Uzun et al., 2010).  

In conclusion, our study reveals the antibacterial 
activity of natural lemon and lime juices against human 
pathogenic   bacteria,   nevertheless   further  studies  are  

 
 
 
 
needed to identify the chemical composition of different 
bioactive compounds containing juice and declare their 
relation to their antibacterial properties. Our study also, 
indicated the presence of high genetic diversity among 
different Citrus species and groups currently cultivated in 
Egypt, however a high level of genetic similarity was 
detected within each citrus group. 
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Supplementary Tables 
 

Table S1. Number of accessions per citrus group, total number of amplicons, monomorphic amplicons and polymorphic amplicons as 

revealed by 13 ISSR primers. 
 

Citrus group  Number of accessions Total amplicons Monomorphic amplicons Polymorphic amplicons 

Sweet orange 20 142 63 79 

Mandarin 6 164 69 95 

Lemon and lime 10 167 48 119 

Sour orange 3 114 93 21 

Grapefruit 4 126 88 38 

Pummelo 5 139 72 67 

  
 
 

Table S2. ISSR positive markers that differentiated Citrus species. 

 

Primer 

Citrus species 

C. sinensis 
Citrus 
spp. 

C. 
limetta 

C. 
jambhiri 

C. 
aurantifolia 

C.  aurantium 

ISSR fragment size (bp) 

H12 
408, 500, 764, 

1305 
- - - - 1233 

H13 159, 209 - - 
1024, 
1302 

- 479, 648, 869, 1734 

H14 301, 648 - - - - 836 

H15 308, 470, 787 477 - - - 798 

H16 315 - - - - - 

H21 161 - - 665 1128 
416, 443, 537, 754, 912, 1395, 1714, 2115, 

2823, 3470 

H29 - - - - 1684 646 

P2 1457 1016 536 - - 661, 812, 1485 

P3 - - - - - 368, 439, 599, 893 

P4 265, 1248 - - - 312, 368 239, 415, 498, 674, 806 

P11 
198, 292, 913, 

1086 
798 - - - 435, 1174 

P16 308, 470, 787 - - - - 798 

Total  23 3 1 3 4 33 

 
 
 
 
 
 



 

 

 

 
Vol. 13(26), pp. 2637-2640, 25 June, 2014  

DOI: 10.5897/AJB2013.12831 

Article Number: C95E74645608  

ISSN 1684-5315  

Copyright © 2014 

Author(s) retain the copyright of this article 

http://www.academicjournals.org/AJB 

African Journal of Biotechnology 

 
 
 

Short Communication 
 

In vitro development and regeneration of microcorms in 
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Saffron (Crocus sativus L.) being triploid in nature is propagated by vegetative means through corms. 
The natural propagation rate of such plant species is relatively low; therefore an in vitro multiplication 
technique like micropropagation has been used as an alternative method of propagation for saffron. In 
the present investigation, apical bud explants were cultured on different nutrient media supplemented 
with various concentrations of plant growth regulators. Micro-corm formation was observed on all the 
media combinations. Maximum number (10) and weight (1.54 g) of microcorms developed were 
observed on MS media supplemented with 6-benzyl amino purine (BAP) (2 mg/L) + naphthalene acetic 
acid (NAA) (0.5 mg/L) + paclobutrazol (1.5 mg/L). Cultural conditions under light or in dark did not affect 
the corm formation and growth. Shoot and root regeneration was observed in the microcorms 
developed under in-vitro conditions. Maximum number of shoot (11.6) and length of shoots (11.4 cm) 
was also observed on MS media supplemented with NAA (21.6 µM) + BAP (22.2 µM). Maximum number 
of roots (11) and length of roots (11.4 cm) were obtained on G-5 media containing NAA (21.6 µM) + BAP 
(22.2 µM). The above observations will be useful as the base to make a possible road way for production 
of quality planting material in saffron.  
 
Key words: Saffron, growth regulators, micropropagation, apical bud.  

 
 
INTRODUCTION 
 
Crocus sativus L. (Iridaceae) is cultivated in few countries 
of the world for its highly valued stigmatic lobes. Saffron 
being triploid (2n = 3x = 24) is sterile and is propagated 
vegetatively through corms. A corm survives for only one 
season, producing up to ten "cormlets" that eventually 
give rise to new plants (Deo, 2003). Corm production is a 
rate limiting factor in saffron propagation as rate of 
generation of daughter corms under natural conditions is 
low (Chahota et al., 2003) which results in limited 
availability of propagating material for field cultivation. 

Micropropagation is very good alternative for quality 
planting material/seed production and large scale 
multiplication of disease free saffron (Ascough et al., 
2009). The successful tissue culture protocol was 
developed in saffron by several workers (Sharma et al., 
2008, Mir et al., 2010). Microcorm production under in-
vitro conditions shows promise with respect to rate of 
multiplication and number of microcorms produced in 
saffron (Darvishi et al., 2007). Regeneration has been 
described from corm-derived callus cultures via somatic  
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Table 1. In-vitro corm multiplication in saffron from apical buds. 
 

Medium BAP mg L
-1
 NAA mg L

-1
 Paclobutrazol mg L

-1
 Number of microcorms Weight of corm (g) 

MS 

1.0 0.1 1.0 8.4
abc 

± 0.56 0.96
bc 

± 0.12 

1.0 0.5 1.5 8.4
abc 

± 0.25 0.6
cd 

± 0.35 

2.0 0.5 1.5 10.2
a 
± 0.40 1.54

a 
± 0.11 

2.0 1.0 2.0 7.6
bc 

± 0.25 0.48
cd 

± 0.02 

      

G-5 

1.0 0.1 1.0 6.2
c 
± 0.48 0.72

cd 
± 0.10 

1.0 0.5 1.5 7.2
bc 

± 0.18 0.48
cd 

± 0.02 

2.0 0.5 1.5 8.8
ab 

± 0.36 1.34
ab 

± 0.11 

2.0 1.0 2.0 6.0
c 
± 0.38 0.34

d 
± 0.02 

 

Means followed by the same letter within the columns are not significantly different (P= 0.05) using Duncan’s multiple range test. 

 
 
 

n 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 1. In-vitro corm multiplication in saffron. 

 
 
 

embryogenesis, organogenesis and protoplasts (Demeter 
et al., 2010; Mir et al., 2010) but with low frequencies of 
normal plant formation. The present study was under-
taken for efficient corm multiplication and in-vitro 
regeneration in saffron. 
 
 
MATERIALS AND METHODS 

 
Explants  

 
The present experiment has been carried out during 2010-2012 at 
Biotechnology Laboratory of Central Institute of Temperate 
Horticulture, Rangreth, Srinagar. Saffron corms were grown under 
controlled conditions in polyhouse of CITH, Srinagar Farm. The 
bulbs were harvested just before the onset of flowering and apical 
buds were removed and used for microcorm production and 
regeneration experiment. Explants were thoroughly washed under 

running tap water and sterilized by dipping in 70% ethanol for 3-4 
min followed by surface sterilization with 0.1% HgCl2 for 10 min and 
rinsed 5 times with sterile distilled water. 

Culture conditions 
 
Basal media employed were (Murashige and Skoog, 1962) and G-5 

Gamborg et al., 1968), each at pH 5.8 and with 0.9 or 1% agar. 
Phytohormones were used at different concentrations. BA (2.22, 
22.2, 4.44 and 44.4 µM) and NAA (10.8, 16.2, 21.6 and 27.0 µM) in 
combinations were used for regeneration and BA (0.5, 1.0, 1.5 and 
2.0 mg/L) and NAA (0.1 and 0.5 mg/L) were used for corm 
multiplication. After preparing the media explants (apical buds) 
were cultured in glass tubes (90 × 25 mm) and jam bottles (500 ml). 
Cultures were maintained at 25 ± 1°C under 16/8 h (light/darkness) 
photoperiod with a light intensity of approximately 4000 lux. 

 
 
Microcorm formation and regeneration 
 
Cultures were sub-cultured and transferred to fresh media after 
every 4 weeks. Observations with respect to shoot length, number 
of shoots, root length, number of roots, number of corms and 
weight of corms were taken after every six weeks. This study was 

carried out as a factorial experiment based on completely 
randomized design (CRD) with 48 treatments in 5 replications. 

 
 
Statistical analysis 

 
Each treatment was replicated 5 times and observations in stages 
of development were recorded periodically. The data was analyzed 
by comparing means using one way analysis of variance (ANOVA) 
and the significance was determined by Duncan’s Multiple Range 
Test using SAS (v 9.2).  

 
 
RESULTS AND DISCUSSION  
 

Corm multiplication 
 

Maximum number (10) and weight (1.54 g) of microcorms 
developed were observed on MS media supplemented 
with 2 mg/L BAP + 0.5 mg/L NAA + 1.5 mg/L 
paclobutrazol followed by 8.8 average number of 
microcorms with 1.34 g average weight on G-5 media 
supplemented with 2 mg/L BAP + 0.5 mg/L NAA + 1.5 
mg/L paclobutrazol (Table 1, Figure 1). Cultural 
conditions under light or in dark did not affect the corm 
formation and growth. Our results showed further 
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Table 2. In-vitro shoot and root regeneration in saffron from apical buds. 
 

Medium NAA (µM) BA (µM) Shoot length (cm) Number of shoots Root length (cm) Number of roots 

MS 

27 44.4 10.8
ab 

± 0.53 10
ab 

± 0.57 7.6
c 
± 0.43 7.4

bc 
± 0.53 

21.6 22.2 11.4
a 
± 0.51 11.6

a 
± 0.64 10

ab 
± 0.38 9.8

ab 
± 0.43 

16.2 4.4 10.0
abc 

± 0.35 8.8
abc 

± 0.69 8.4
bc 

± 0.20 7
bc 

± 0.35 

10.8 2.22 6.8
de 

± 0.43 6.6
bc 

± 0.56 7.2
c
 ± 0.18 5.8

c 
± 0.36 

       

G-5 

27 44.4 8.4
bcd 

± 0.25 8
abc 

± 0.57 10.2
ab 

± 0.43 11.0
a 
± 0.89 

21.6 22.2 10.4
abc 

± 0.37 10
ab 

± 0.52 11.40
a 
± 0.46 11.4

a 
± 0.53 

16.2 4.4 08
cde 

± 0.35 6.8
bc 

± 0.55 10.0
ab 

± 0.22 8.8
abc 

± 0.53 

10.8 2.22 5.6
e 
± 0.37 5.4

c 
± 0.49 8.8

bc 
± 0.18 7.4

bc 
± 0.37 

 

Means followed by the same letter within the columns are not significantly different (P= 0.05) using Duncan’s multiple range test. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. In-vitro shoot (a & b) and root (c & d) regeneration. 
 

 
 

improvement over the protocols developed earlier (Mir et 
al., 2010). In vitro micro-corm production of saffron has 
been obtained by culturing leaf segments and apical buds 
(Sharma et al., 2008), shoot explants (Milyaeva et al., 
1995) and ovary explants (Raja et al., 2007). Microcorm 
formation from apical bud takes only eight months under 
in-vitro conditions as against 22 months under field 
conditions. 
 
 
Shoot and root regeneration 
 
Apical buds started sprouting within 10 days of incubation 
on culture media; however, only those cultured at 
appropriate concentrations of NAA and BA produce 
multiple shoots. Maximum number of shoot (11.6) and 

length of shoots (11.4 cm) was also observed on MS 
media supplemented with 21.6 µM NAA + 22.2 µM BAP 
(Table 2, Figure 2). In the present investigation, the 
results on shoot regeneration revealed that NAA and BA 
are essential for shoot regeneration of saffron (Crocus 
sativus L.).  

The apical buds inducing multiple shoots (11.6) with 
length of 11.4 cm was obtained in our studies were 
higher than that reported earlier from corms (Chauhan et 
al., 1999), isolated buds (Ascough et al., 2009), ovaries 
(Demeter et al., 2010) or apical buds (Sharma et al., 
2008).  

Auxins in combination with cytokinins can greatly 
influence the frequency of regeneration (Raja et al., 2007; 
Abbas and Qaiser, 2012; Sivanesan and Jeong, 2012). 

Majourhay et al. (2007) investigated the ability of 
different cytokinins to induce shoot formation. Shoot 
development on corm explants was promoted by 
cytokinins while corm formation and growth was 
promoted by ethylene exposure (Plessner et al., 1990). 
Maximum number of roots (11) and length of roots (11.4 
cm) were obtained on G-5 media containing NAA (21.6 
µM) + BAP (22.2 µM). Our results on root multiplication 
and elongation are better than that reported earlier from 
corms (Sharma et al., 2008; Raja et al., 2007). The above 
observations will be useful as the base to make a 
possible road way for production of quality planting 
material in saffron. In-vitro regeneration in saffron was 
reported earlier by Mir et al. (2010); Devi et al. (2011); 
Ahouran et al. (2012); Cavusoglu et al. (2013); Sivanesan 
et al. (2014).  

Our results on micro-corm production and multiplication 
promise to bridge the gap between land availability for 
saffron cultivation and availability of quality saffron 
planting material and regeneration protocol, with help in 
the development and rapid clonal propagation of novel 
saffron plant material.  
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Microbes are ubiquitous, survive in all sorts of environments and have a profound influence on the 
earth. In the present day plant protection scenario, development of resistance to chemical pesticides is 
the major hurdle in insect pest management. In recent years, several microbes with potential 
insecticidal properties have come to light. Viruses, bacteria, fungi and protozoa that are known to 
produce an array of metabolites or toxins, form the basis for microbial insecticides. Since these 
versatile organisms are amenable for genetic engineering, strains with good insecticidal properties can 
be identified, evaluated and utilized for pest control. This paper reviews the insecticidal properties of 
microbes and their potential utility in pest management. 
 
Key words: Microbes, insecticides, metabolites, pest management. 

 
 
INTRODUCTION 
 
Plant pests and diseases have a serious effect on food 
production-global crop yields are reduced by 20 to 40% 
annually due to plant pests and diseases (FAO, 2012). 
Indiscriminate use of pesticides to combat pest 
challenges have increased the selection pressure leading 
to resistance in insects. In such a situation, alternate 
options of pest control are much awaited. Though 
biopesticides cover about 1% of the total plant protection 
products globally, their number and the growth rate have 
been showing an increasing trend in the past two 
decades (Ranga Rao et al., 2007). About 175 
biopesticide active ingredients and 700 products have 
been registered worldwide. Among various bio-products, 
Bacillus thuringiensis (Bt), Trichoderma viride, 

Metarhizium spp., Beauveria bassiana and nuclear 
polyhedrosis virus are popularly used in plant protection 
(Anonymous, 2007). Microbes often produce epizootics 
which is a natural control phenomenon of some insect 
pests. The need of the hour is development of environ-
ment-friendly, microbe-based insecticides, which act 
differently from known chemicals, thereby providing 
insect the least chance to develop resistance. So far, 
prevailing microbial pesticides are being used mainly as 
foliar applicants. However, new products suitable for 
varied methods of application such as seed treatment, 
whorl application, bait treatment etc. are essential. 
Microbial-based pesticides, their mode of action, 
application in pest control are described below.
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VIRUSES 
 
Baculoviruses, which are considered to be the largest 
and most broadly studied insect viruses, are 
environment-friendly insect control agents. Individual 
isolates normally show a limited host range and infect 
only closely related species (Chang et al., 2003). They 
induce lethal epizootics that can devastate host insect 
populations and were used successfully to control 
different insect pests. Nucleopolyhedrovirus and 
Granulovirus were isolated from lepidopteran insects. 
The viral insecticide Elcar™ (Heliothis zea NPV) 
introduced during 1980s, provided control of cotton 
bollworm; its production and usage was later limited. 
Another baculovirus, HaSNPV (Helicoverpa armigera 
single nuclear polyhedrosis virus), almost identical to 
HzSNPV (H. zea single nuclear polyhedrosis virus), was 
registered in China as a pesticide in 1993 (Zhang et al., 
1995) and has been extensively used on cotton and 
many crops in India (Grzywacz et al., 2005; Rabindra et 
al., 2005; Srinivasa et al., 2008). Commercial pre-
parations based on Spodoptera NPV were used to 
protect cotton, corn and vegetables globally (Moscardi, 
1999; Kumari and Singh, 2009). Autographa californica 
and Anagrapha falcifera NPVs with relatively broad host 
spectrum activity were used on a variety of crops infested 
with Spodoptera and Helicoverpa. 

Granulovirus CpGV was effective against the coddling 
moth (Cydia pomonella) on fruit crops. Another 
granulovirus (GV), Erinnyis ello (cassava hornworm) 
granulovirus, was found to be very efficient for protection 
of cassava plantations (Bellotti, 1999) in South American 
countries. The GVs of tea tortricids, Homona magnanima 
and Adoxophyes honmai were used in Japan. Ento-
mopoxvirus, a large DNA genome virus is found 
pathogenic to insects. Amsacta moorei entomopoxvirus, 
has been reported to infect agriculturally important 
lepidopteran pests such as Estigmena acrea and 
Lymantria dispar (Muratoglu et al., 2010). Among all the 
viruses studied, NPV was effective on lepidopteran pests 
in different agroecosystems. However, favourable 
weather, slow action and microbial contamination are the 
major constraints in baculovirus production and use. To 
address such constraints, engineering viruses to express 
insecticidal genes is one of the best approaches. 
 
 
Recombinant viruses 
 
The insertion or deletion of a single gene from the viral 
genome can alter the biological properties of the virus. 
Insertion of insect-specific toxin genes such as juvenile 
hormone esterase, diuretic hormone and prothora-
cicotropic hormone, genes encoding enzyme inhibitors, 
neuropeptides or toxins improve the efficiency of viruses. 
Autographa californica multicapsid nuclear polyhedrosis 
virus (AcMNPV) recombinants with wild type and mutated 
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mutated versions of Juvenile Hormone Esterase (JHE) 
reduced the consumption of food by H. virescens and 
Trichoplusia ni (Bonning et al., 1999). The gene coding 
for a toxin from scorpion Androctonus australis reduced 
the feeding damage by about 40-60% in lepidopteran 
larvae (Choi et al., 2008). Toxin genes isolated from other 
scorpions, for example Leiurus quinquestriatus hebraeus 
(Imai et al., 2000), straw itch mite Pyemotes tritici 
(Burden et al., 2000), ants (Szolajska et al., 2004) or 
spiders (Prikhod'ko Prikhod'ko et al., 1998), sea 
anemones and B. thuringiensis (Chang et al., 2003) have 
been intensively studied as potential enhancers of 
baculovirus activity. Genetically modified Anticarsia 
gemmatalis multicapsid nuclear polyhedrosis virus 
(AgMNPV) by the inactivation of ecdysteroid 
glucosyltransferase (egt) gene, were shown to kill 
infected larvae more rapidly when compared to wild-type 
virus infections (Pinedo et al., 2003). Ignoffo et al. (1995) 
found that AcMNPV pp34 deletion mutants have an 
increased infectivity in Trichoplusia ni larvae due to the 
increased loads of occlusion-derived virions (ODV) from 
the polyhedra in the midgut to start the infection process. 
Application of recombinant baculoviruses, vAPcmIT2 and 
vAP10IT2 against two major pesticide-resistant vegetable 
pests, Plutella xylostella (Linnaeus) and S. exigua 
resulted in shortening of the lethal time (Tuan et al., 
2007). 

Two recombinant baculoviruses containing the ScathL 
gene from Sarcophaga peregrina (vSynScathL) and the 
keratinase gene from the fungus Aspergillus fumigatus 
(vSynKerat), against third-instar and neonate S.  
frugiperda larvae showed protease activity in the 
haemolymph and reduced the time of kill (Gramkow et 
al., 2010). Report of Seo et al. (2005) documented higher 
pathogenicity for recombinant baculovirus containing a 
fusion protein with polyhedrin and Bt toxin than wild type 
strains. 
 
 
BACTERIA  
 
Bacillus thuringiensis  
 
Among the bacteria, B. thuringiensis (Bt) is the most 
important and also the most extensively studied and used 
in the integrated pest management programs. It has long 
been regarded as a bonafide entomopathogen that can 
produce an array of virulence factors including 
insecticidal parasporal crystal (Cry) toxins, vegetative 
insecticidal proteins, phospholipases, immune inhibitors 
and antibiotics. Bt produces delta-endotoxin that reacts 
with the cells of the gut lining of susceptible insects. 
There are about 200 registered Bt products in the USA 
and, at the end of the last century, worldwide sales 
amounted to about 100 million dollars (about 2% of the 
total global insecticide market) (Anonymous, 1998). 
Though  this versatile  organism has  multiple  insecticidal  
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properties, Ultra violet (UV) radiation inhibits its activity. 
UV resistant mutant strains with high melanin, which 
absorb light of any wavelength, can be used for large 
scale production of light stable insecticides (Liu et al., 
2013). Other than Cry toxins, orally active insecticidal 
proteins that meet the efficacy hurdles required for pest 
control have also been reported from Bt. Vegetative 
insecticidal proteins (Vips) are produced by B. cereus 
and B. thuringiensis which show similar activity to 
endotoxins. Vip1and Vip2 are toxic to coleopteran insects 
and Vip3 is toxic to lepidopteran insects (Zhu et al., 
2006). VIPs have excellent activity against black 
cutworms and armyworms (Yu et al., 1997) S. frugiperda 
(Barreto et al., 1999). S. litura and Plutella xylostella 
(Bhalla et al., 2005), Helithios zea, Trichoplusia ni, 
Ostrinia nubilalis (Fang et al., 2007; Sellami et al., 2011). 
 

 

Insecticidal bacteria from nematodes 
 

Another interesting source of microbial insecticides is 
bacterial symbionts of nematodes. Xenorhabdus and 
Photorhabdus are gram-negative bacteria that live in 
nematodes are highly toxic to many insect species 
(Burnell and Stock, 2000). The bacteria and the 
nematodes produce a variety of metabolites to enable 
them to colonize and reproduce in the insect host. The 
metabolites produced include enzymes such as 
proteases, lipases and phospholipases to maintain a food 
supply during reproduction (Bowen et al., 2000), and 
antifungal and antibacterial agents to prevent degradation 
or colonization of the insect carcass while the bacteria 
and nematodes reproduce. The bacteria such as B. 
thuringiensis produce Bt and Vip toxins against insects 
(Chattopadhyay et al., 2004); similarly, nematodes also 
produce toxins called Toxin Complex (Tc) by their 
symbiotic bacterial partners X. nematophilus and P. 
luminescens (French-Constant and Bowen, 2000). 

Bowen (1995) reported that a soluble protein fraction 
derived from P. luminescens culture medium possessed 
sufficient insecticidal activity to kill Manduca sexta upon 
injection. The bacterium Xenorhabdus  nematophila  
produces  novel  secreted  protein  toxin  which  was  
found  effective  against Galleria mellonella and H. 
armigera, cabbage white caterpillar Pieris brassicae, 
mosquito larva Aedes aegypti and mustard beetle 
Phaedon cochleariae (Sergeant et al., 2006). The reports 
show that these bacteria are effective on most of the 
economically important lepidopteran, dipteran and 
coleopteran insect orders. Hence, there is a wide scope 
to harness these organisms in the insect pest 
management. The genome of P. luminescens was 
homologous to hemolysin A, chitinase, Rtx (repeats-in-
toxin)-like toxin, and delta endotoxin (Duchaud et al., 
2003). It is interesting that novel colicin and immunity 
proteins are also found associated with insecticidal Tc 
genes in Photorhabdus spp. (Sharma et al., 2002). In 
future, in areas where the pests are resistant to Bt, these 

 
 
 
 
bacteria from nematodes could be the successful option 
to replace Bt. 
 

 

Bacteria supplementing the activity of other bacteria 
 
In some instances, one microbe assists other microbe to 
elevate its significance. In the absence of indigenous 
midgut bacteria, B. thuringiensis does not kill larvae. 
Elimination of the gut microbial community by oral 
administration of antibiotics abolished B. thuringiensis 
insecticidal activity, and reestablishment of the same gut 
bacteria that normally resides in the midgut microbial 
community restored B. thuringiensis-mediated killing 
(Broderick et al., 2006). Thus, the gut microflora plays an 
important role in the insecticidal properties of Bt. This is 
an area where the major research is being focused these 
days (Broderick et al., 2009; Patil et al., 2013). 
 
 

Insecticidal bacterial flora of insects 
 
Isolation of insecticidal bacterial flora from the insect itself 
and its use against the same is becoming popular. 
Several pathogenic bacteria species from insect samples 
have been developed as pesticides and used 
successfully in biological control of insects worldwide 
(Thiery and Frachon, 1997). A common soil organism, B. 
cereus, has been found pathogenic to insects on several 
occasions, and this species has been isolated from 
several insect species (Kuzina et al., 2001; Sezen et al., 
2005). The isolates B. cereus (Ags1), Bacillus spp. 
(Ags2), B. megaterium (Ags3), Enterobacter aerogenes 
(Ags4), Acinetobacter calcoaceticus (Ags5), Enterobacter 
spp. (Ags6), Pseudomonas putida (Ags7), Enterococcus 
gallinarum (Ags8) and Stenotrophomonas maltophilia 
(Ags9) identified from the flora of Agrotis segetum when 
applied on the same, found to cause 60% mortality after 
eight days of application (Sevim et al., 2010). 

Likewise, B. megaterium is also common in insect 
populations (Osborn et al., 2002). Several species of 
Enterobacter have been isolated from several insect 
species and used for biological control purposes (Sandra 
and Douglas, 2004; Bahar and Demirbag, 2007). B. 
cereus, B. sphaericus, Morganella morganii, Serratia 
marcescens and Klebsiella species isolated from the crop 
of predatory larvae of the antlion species Myrmeleon bore 
(Neuroptera: Myrmeleontidae) killed 80% or more 
cutworms S. litura (Nishiwaki et al., 2007). The bacterial 
flora Leclercia adecarboxylata of Colorado potato beetle 
showed highest insecticidal effect (100% mortality) within 
five days (Muratoglu et al., 2009) and has a potential for 
the control of several coleopteran pests. P. 
pseudoalcaligenes strain PPA (first isolated from yellow-
spined bamboo locust, Ceracris kiangsu, in 1991) is an 
effective biological controlagent for locust (Zhang et al., 
2009). Such isolates can rather be multiplied on large 
scale  and used  as foliar  applications in field to  manage 



 
 
 
 
important insect pests. 
 
 
Other bacteria with insecticidal properties 
 
Studies have shown mosquitoes to be the major targets 
of Lysinibacillus sphaericus (B. sphaericus) bacterium 
that produce insecticidal toxins during the vegetative 
phase of growth. Sphaericolysin, a toxin from the L. 
sphaericus was found lethal to the common cutworm S. 
litura (Nishiwaki et al., 2007). In addition to endotoxins 
showing insecticidal properties in Bt, there are bacteria 
which produce insecticidal exotoxins. The exotoxins of 
microbial origin from Pseudomonas spp. toxic to larvae of 
mosquitoes as well as lepidopteran insects (Murty et al., 
1994) were known to act on the haemolymph proteins. P. 
aeruginosa oxyR mutant revealed its ability to kill the 
insect Drosophila melanogaster (Lau et al., 2003). P. 
aeruginosa strain confers an efficient protection against 
Galleria mellonella and Batocera oleae (George et al., 
2000; Mostakim et al., 2012) and the potency was due to 
the presence of quantitatively as well as qualitatively 
different proportions of bio-surfactants in the crude 
glycolipids (Desai and Banat, 1997). B. subtilis, B. 
amylofaciens, B. megaterium and Pseudomonas spp. 
were reported to show more than 50% mortality in S. 
litura and H. armigera (Gopalakrishnan et al., 2011). 
Chitinase is one of the virulent factors in entomo-
pathogens and it is positively correlated with insecticidal 
activity. Research focused on identifying isolates 
producing chitinase adds to the benefit of recognition of 
strains with high insecticidal activity. For example, Bahar 
et al. (2011) identified chitinase-positive bacteria such as 
Serratia marcescens to be active in killing the 
coleopteran insects with more chitin in their exoskeleton. 
 
 

Actinomycetes 
 
Actinomycetes form a large group of Gram-positive 
bacteria that grow as hyphae like fungi. They play an 
important role in the biological control of insects through 
the production of insecticidal compounds. The mortality of 
insect by actinomycetes may be due to secretion of 
bioactive materials which stimulate the gamma amino 
butyric acid (GABA) system or disruption of nicotinic 
acetylcholine receptors (Herbert, 2010). Actinomycetes 
was found effective against the house fly Musca 
domestica (Hussain et al., 2002), mosquito larvae 
(Sundarapandian et al., 2002; Dhanasekaran et al., 
2010), and Drosophila melanogaster (Gadelhak et al., 
2005).  

Many actinomycetes strains caused larval mortality of 
the cotton leaf worm S. littoralis (Bream et al., 2001). In 
addition, considerable lethal effect of some actinomy-
cetes was observed on pupae. Actinomycetes are very 
well known and successfully exploited as a source of 
secondary metabolites. The secondary metabolites strain  

Ratna Kumari et al.          2585 
 
 
 
of Streptomyces inhibited the growth of S. exigua, 
Dendrolimus punctatus, Plutella xylostella, Aphis glycines 
and Culex pipiens (Huamei et al., 2008). Besides 
exhibiting insecticidal activity, Streptomyces metabolites 
also play the role as antimicrobial compounds for insects 
and hence protect them from microbial pathogens. For 
instance, beewalf wasps has been found with antibiotic-
producing Streptomyces philanthi within specialized 
glands on its antenna and the antibiotics excreted by S. 
philanthi, into the cocoons, protects the beewalf larvae 
from harmful pathogens (Kroiss et al., 2010). The 
potential of using chitinase-producing non-Streptomycete 
actinomycetes belonging to the genus Actinoplanes, 
which have chitin as a major component of their cuticle, 
has been investigated for the biological control of insects 
in the Arabian Gulf area (Gadelhak et al., 2005). 

The  insecticidal  activity  of  tetranectin,  avermectins,  
faerifungin  and  macrotetrolides  isolated  from 
Streptomyces aureus, S. avermitilis, S. albidum and S. 
griseus respectively, have been reported. Spinosad is a 
novel insecticide produced from a family of natural 
products derived from fermentation of the actinomycetes 
Saccharopolyspora spinosa (Snyder et al., 2007) has 
been accepted in organic farming. It is a neurotoxin with 
a novel mode of action involving the nicotinic 
acetylcholine receptor and probably GABA receptors as 
well (Salgado, 1998).  

Exposure causes a cessation of feeding, some 24 
hours later, by paralysis and death. It is primarily a 
stomach poison with some contact activity and is 
particularly toxic to Lepidoptera and Diptera. The 
avermectins are a series 16-membered macrocyclic  
lactone derivatives with potent  anthelmintic and 
insecticidal properties generated as fermentation 
products by  S. avermitilis (Pitterna et al., 2009). Choles-
terol oxidase derived from Streptomyces broth has shown 
to have selective, high potency against cotton boll weevil, 
stunting effect in H. virescens, H. zea and Pectinophora 
gossypiella which might be due to disruption of the 
midgut epithelial membrane (Purcell et al., 1993). 

 
 
FUNGI 

 
Fungi affect all groups of insects and over 700 species 
have been recorded as insect pathogens. Fungi do not 
have to be ingested to infect their host but invade directly 
through the cuticle, and so can, potentially, be used for 
the control of all insects including sucking insects. The 
first step is invasion of host through cuticle by mechanical 
pressure and enzymatic degradation. Most entomopa-
thogenic fungi are best used when total eradication of a 
pest is not required, but instead insect populations are 
controlled below an economic threshold, with some crop 
damage being acceptable. In addition entomopathogenic 
fungi have an essential role in Integrated Pest 
Management  (IPM) if they can  be  used in  conjunction  
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with other strategies for sustainable pest control. A 
substantial number of mycoinsecticides and 
mycoacaricides have been developed worldwide since 
the 1960s. Products based on B. bassiana (Li et al., 
2001), M. anisopliae, Isaria fumosorosea and B. 
brongniartii are the most common among the 171 
products (Faria and Wraight, 2001) available in the 
market. Strains of the species B. bassiana, M. anisopliae, 
Verticillium lecani, Nomuraea releyi and Paecilomyces 
fumosoroseus are currently used for insect control (Lacey 
and Neven, 2006). 

Many of the genera of entomopathogenic fungi either 
belong to the class Entomophthorales in the Zygomycota 
or the class Hyphomycetes in the Deuteromycota. Most 
of the entomopathogenic fungi have life cycles which 
synchronise with insect host stages and environmental 
conditions. Some of these fungi are obligate; for example, 
Aschersonia aleyrodes infects only scale insects and 
whiteflies, while other fungal species are facultative with 
individual isolates being more specific to target pests. 
Hence, different preservation methods must be 
standardized to maintain the viability of the most potent 
isolates. Sub culturing is the best method of conservation 
of pathogenicity of fungi. For long term storage, glycerol 
freeze was proved to be good (Oliveira et al., 2011).  

Entomopathogenic Hyphomycete fungi, such as B. 
bassiana, are naturally occurring in soil (Klingen et al., 
1998) and the fungus is being developed as a biocontrol 
agent against soil dwelling pests such as scarabs and 
weevils (Keller, 2000) with no effect on the non-targeted 
insects (Goettel and Hajek, 2001). Hosts of agricultural 
and forest significance include the Colorado potato 
beetle, the codling moth, several genera of termites, 
American bollworm H. armigera (Thakur and Sandhu, 
2010), Hyblaeapara and Eutectona machaeralis, Ostrinia 
nubilalis, pine caterpillars Dendrolimus spp. and green 
leafhoppers Nephotettix spp. Spores of entomopatho-
genic fungi are available as an emulsified suspension or 
wettable powder and they are applied via spraying. 
These fungal spores parasitize into a wide range of 
insects and pests and hence considered as nonselective 
biological insecticide. Lecanicillium (Verticillium) lecanii 
and Isaria (Paecilomyces) fumosoroseus fungi mainly 
attacks sucking pests such as aphids and whiteflies (Kim 
et al., 2002; Nunez et al., 2008) Isaria (Paecilomyces) 
fumosoroseus has strong epizootic potential against 
Bemisia and Trialeurodes spp. in both greenhouse and 
open field environments (Faria and Wraight, 2001). 
Entomopathogenic fungus P. tenuipes was documented 
to control chemical resistant whiteflies on greenhouse 
vegetables. 

Metarhizium spp. popularly known as green 
muscardine fungus is known to have potential to control 
several economically important insect pests of global 
importance viz., H. armigera, S. litura, that attack crops 
such as groundnut, soyabean, sunflower, cotton and 
tomato  (Sahayaraj  and  Borgio,  2010;  Revathi  et  al., 

 
 
 
 
2011). A complete bioactivity of M. anisopliae has been 
tested on teak skeletonizer, Eutectona machaeralis, and 
found to be a potential myco-biocontrol agent of teak pest 
(Sandhu et al., 2000).  

Nomuraea rileyi can cause epizootic death in various 
insects. It has been shown that many insect species 
belonging to Lepidoptera including S. litura and some 
belonging to Coleoptera are susceptible to Nomuraea 
rileyi (Ignoffo, 1981). Its mode of infection and 
development have been reported for several insect hosts 
such as Trichoplusia ni, H. zea, Plathypena scabra, 
Bombyx mori, Pseudoplusia includens, Anticarsia 
gemmatalis, Spilosoma (Mathew et al., 1998) and hedge 
plant eater Junonia orithya (Rajak et al., 1991). 
Information on entomopathogenic fungi and their insect 
hosts is furnished in Table 1. 
 
 
Fungal metabolites 
 
Fungi also produce secondary metabolites, an inherent 
property of the organism and these metabolites exhibit 
insecticidal activities (Vey et al., 2001). For 
entomopathogens producing these toxins, infection has 
been shown to result in more rapid host death compared 
to strains that do not produce these metabolites 
(Kershaw et al., 1999). The information on toxins or 
secondary metabolites produced by fungi is furnished in 
Table 2.  

Entomopathogenic fungi (EPF) produce enzymes for 
converting insect tissue into nutrients for their growth. 
Catalyzing activity using specific enzymes is considered 
one of the main mechanisms of fungal infection to insect 
host. There is large scope for isolates which could 
produce extracellular enzymes to degrade the host 
cuticle in pest management. For instance, M. anisopliae 
grown in optimum fermentation conditions could produce 
host degrading enzymes such as acid phosphatase and 
phosphatase isoenzymes (Li et al., 2007; Strasser et al., 
2000).  

Trichoderma produces protease (31 kDa) and chitinase 
(44 kDa) during the growth phase (Shakeri and Foster, 
2007) and it is also known to produce a number of 
antibiotics, such as trichodermin, trichodermol, harzianum 
A, harzianolide and peptaibols (Hoell et al., 2005) which 
were insecticidal on Tenebrio molitor. Tanned insect 
cuticle is poorly utilizable by most fungi; but the EPF 
which invade the insect host through its cuticle, have 
evolved powerful cuticle degrading enzymes such as 
chymoelastase. The crude Alternaria alternata chitinase 
showed 82% mortality against fruitfly (Sharaf, 2005). 
Quesada-Moraga et al., (2006) used the crude protein 
extracts of M. anisopliae for the control of S. litura and Hu 
et al., (2007) proved contact toxicity to S. litura. 
Tolypocladium and Isaria fumosorosea have proved to be 
toxic to Plutella xylostella (Bandani and Butt, 1999; Freed 
et al., 2012). 
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Table 1. Entomopathogenic fungi and their insect hosts. 
 

Fungus Insect Reference 

Beauveria bassiana Red flour beetle (Triboleum castaneum) Akbar et al., 2005 

B. brongniartii, B. bassiana Ceratitis capitata 
Konstantopoulou and Mazomenos, 
2005 

Nomuraea rileyi, Mucor hiemalis and Penicillium 
chrysogenum 

H. armigera, Ceratitis capitata and 
Bactrocera oleae 

Vimala Devi, 2001 

B. bassiana and Clonostachys rosea Coffee berry borer Vega et al., 2008 

Verticillium lecanii Macrosiphum euphorbiae Askary et al., 1998 

Lecanicillium muscarium M. euphorbiae and Aphidius nigripes Askary and Yarmand, 2007 

L. longisporum Myzus persicae and Aphis gossypii Kim et al., 2007, 2008 

L.  attenuatum Macrosiphum euphorbiae 
 

Lecanicillium spp. DAOM 198499 Aulacorthum solani 
 

L. lecanii Coccus viridis Vandermeer et al., 2009 

Aspergillus flavus Culex quinquefasciatus Govindarajan et al., 2005 

A. niger Anopheles aegypti, Culex Seleena and Lee, 1994 

 
quinquefasciatus 

 
Chrysosporium tropicum Anopheles stephensi Priyanka et al., 2001 
 
 
 

Table 2. Secondary metabolites of fungi effective against insects. 

 

Organism Metabolites Insects controlled Reference 

Beauveria spp. 
Bassianin, beauvericin, bassianolide, beauveriolide, 
bassiacridin, oosporein, and tenellin 

Culex pipiens, Aedes aegypti, Calliphora 
erythrocephala, H. zea 

Quesada-Moraga 
and Vey, 2004 

Paecilomyces 
fumosoroseus 

Pecilomicine-B Trialeurodes vaporariorum 
Yankouskaya, 2009 

Hirsutella thompsonii Hirsutellin  A, hirsutellin B, phomalatone Mites Mazet et al., 1995 

Aschersonia aleyrodis and 
A. tubulata 

Destruxins, dustanin and homodestruxins. Whitefly 
Boonphong et al., 
2001 

Trichoderma 
Trichodermin, trichodermol, harzianum A, harzianolide, 
and peptaibols 

Tenebrio molitor 
Shakeri and Foster, 
2007 

 
 
 

Biofumigants 
 

Some fungi produce volatile insecticidal compounds. This 
property prompts their use as fumigants for stored pest 
control. The use of Muscodor albus as a biofumigant 
agent for the control of storage insects has been proved 
(Lacey and Neven, 2006). The fungus produces a 
mixture of antimicrobial volatile organic chemicals and 
when tested against potato tuber moth with 15 or 30 g of 
M. albus, development to the pupal stage was reduced 
by 61.8 and 72.8%, respectively, relative to controls. 
Three species of Muscodor and one Gliocladium sp. that 
produce volatile organic compounds with biocidal activity 
have been isolated from several host plants in 
geographically diverse areas (Daisy et al., 2002; Stinson 
et al., 2003). Daisy et al. (2002) also showed that 
naphthalene, an insect repellent, is produced by a related 
fungus, Muscodor vitigenus. 
 
 

Endophytes 
 

The occurrence of endophytic microbes with pesticidal 

abilities is leading to exciting new opportunities because 
it overcomes delivery issues often associated with 
biopesticides. Endophytic biocontrol agents can be 
cheaply introduced into seeds, tissue culture plantlets 
and other propagating material, providing some 
protection for the microbe to the adversities of the 
external abiotic and biotic environment. Endophytes can 
also have additional beneficial properties, such as 
accelerating seedling emergence, promoting plant growth 
and tolerance to adverse conditions (Harman, 2011; 
Companta et al., 2010). Fungal endophytes are quite 
common in nature and several roles have been 
recognised, including providing protection against 
herbivorous insects, plant parasitic nematodes (Elmi et 
al., 2000), and plant pathogens (Dingle and McGee, 
2003; Wicklow et al., 2005). It has been shown that 
endophytic B. bassiana is compatible with both Bt and 
carbofuran applications used to suppress Ostrinia 
nubilalis (Lewis et al., 1996). Use of Bt transgenic corn 
did not have any detectable effect on the establishment 
of B. bassiana as a corn endophyte (Lewis et al., 2001). 
Endophytic B. bassiana caused no mortality to 
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Table 3. Fungal endophytes active against insects. 
 

Fungal endophyte Insect References 

Neotyphodium Rhopalosiphum padi and Metopopophium dirhodum Clement et al., 2005 

Ryegrass endophytes, Neotyphodium spp. Porina larvae Wiseana spp. Jensen and Popay, 2004 

Acremonium strictum H. armigera  Jallow et al., 2004 

B. bassiana Ostrinia nubilalis Lewis and Bing, 1991 

B. bassiana, Clonostachys rosea Hypothenemus hampei Vega et al., 2008 
 

 
 

Coleomegilla maculata, a predator of O. nubilalis eggs 
and larvae (Pingel and Lewis, 1996). Research on B. 
bassiana as a maize endophyte suggests that the 
reduced tunneling of O. nubilalis could be due to the 
presence of fungal metabolites that cause feeding 
deterrence or antibiosis rather than direct fungal infection. 
Other endophytes are mentioned in Table 3. 
 
 

PROTOZOA 
 
Protozoan diseases of insects are ubiquitous and 
comprise an important regulatory role in insect 
populations (Brooks, 1988). They are generally host 
specific and slow acting, most often producing chronic 
infections. The biology of most of the entomopathogenic 
protozoa is complex. They develop only in living hosts 
and many species require an intermediate host. Species 
in the Microsporidia are among the most commonly 
observed. Their main advantages are persistence and 
recycling in host populations and their debilitating effect 
on reproduction and overall fitness of target insects. As 
inundatively applied microbial control agents, only a few 
species have been moderately successful (Solter and 
Becnel, 2000). The grasshopper pathogen Nosema 
locustae is the only species that has been registered and 
commercially developed (Henry and Oma, 1981). 
 
 

CONCLUSION 
 

Many of the microbial based insecticides perform well in 
vitro. However, their action is negated in vivo. To 
overcome such negatives, efficient entomopathogenic 
strains and effective formulations are required. Other 
way, the actual target insect or microclimate of insect can 
be modified to make it susceptible to microbe. For 
instance, in mealybugs and wooly aphids, waxy coating 
prevents the microbial entry. In such a case, some 
materials with organic/non-polar nature which remove the 
upper coating of the insect to provide the entry point are 
useful. In Tropical countries, high temperatures influence 
the activity of microbial pathogens. Temperature tolerant 
strains from the areas with high temperatures could be 
adapted in other localities. Relative humidity is required 
for the growth of entomopathogenic fungi. Hence, good 
control of the insects could be achieved in rainy season 
where congenial humid conditions will prevail for the 

entomopathogen. Correspondingly, the crop canopy also 
influences the potency of entomopathogen. For instance, 
Nomuraea rileyi was quiet effective in crops such as 
groundnut and soybean for insect control with bushy 
canopy. 

Expression of Bt in crops could be checked with 
available Bt strips in the market. Similarly, diagnosable 
tools are vital for other microbial pesticides as well. Plant 
metabolites such as peroxidases may hinder the action of 
microbial agents (Hoover et al., 1998). The inactivation 
can be reduced by addition of free radical scavengers 
such as mannitol or enzyme superoxide dismutase to 
baculovirus preparations (Zhou et al., 2004). Research 
should be directed on efficient delivery system to hit the 
target. It has been shown that honey bee-mediated 
delivery of the insect pathogen, M. anisopliae, increased 
pollen beetle control (Meligethes spp.) in oilseed rape 
(Butt et al., 1998) compared to conventional sprayers in 
delivering the inoculum to the pest infested flowers.  

A new method for delivering viruses to target insects by 
using Trichogramma spp. as vector has been developed 
in China (Peng et al., 1998): Trichogramma dendrolimi 
combined with HaNPV to control the cotton bollworm 
(Zhu et al., 2002). The potency of microbes can be 
enhanced by combining with insect growth regulators. 
Chlorfluazuron enhanced the biological activity of 
AcMNPV against S. exigua and SlNPV against S. litura 
(Guo et al., 2007). Though there is lot of scope for 
microbial control, it is not comparable with chemical 
control strategies. Genetic engineering of microbes could 
fill the gap to some extent. However, farmers are 
interested in chemicals that show quick knock-down 
effect. For this, factors like enzymes and metabolites that 
determine pathogen virulence should be identified and 
used in strain selection and quality control. Advanced 
chemical technology could be adapted to formulate 
microbials as best insecticides like spinosad, a microbial 
based insecticide. Much emphasis should be given by 
concerned organization for research in development of 
microbials as pesticides. At the end, it should be noted 
that microbials with no environmental concerns effectively 
fits in Integrated Pest Management programs. 
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Culex mosquitoes play a vital role in transmitting pathogens which continue to have a harmful impact 
on human beings. Indeed, Innovative vector control strategy like use of plant extracts as alternative 
sources of insecticidal and larvicidal agents against vector-borne diseases has become unavoidable. In 
this context, the purpose of the present search was to explore the larvicidal properties of Jatropha 
curcas L. leaf and seed extracts against Culex pipiens L. The larvicidal activity was evaluated in eight 
different provenances recently introduced in Tunisia (Tanzania (ARU), Mozambique (MOZ), Surinam 
(SUR) and Brazil represented by five provenances: Paraná (PAR), Norte de Minas (NMB), Mato Grosso 
(MGB), Regiao Sureste (RSB) and Vale do Fequitinhonha (VFB). The assessment of larval activity 
showed after 24 h of exposure, 100% mortality for aqueous seed extract and between 60 and 100% for 
aqueous leaf extract according to provenances. Highest mortality is observed at 1 mg/ml against C. 
pipiens L with LC50 values of 0.49 and 0.5% for aqueous seed extract and leaf extract, respectively. 
Commonly, the mortality increase with the increase in concentration of each extract. However, the 
inhibitory effect of seeds extract on C. pipiens was more pronounced than that of leaves. These results 
suggest that the aqueous seed and leaf extracts of J. curcas have the potential to be used as an ideal 
eco-friendly compound for the control of hurtful mosquito larvae. 
 
Key words: Aqueous extract, Culex pipiens L., Jatropha curcas L., larvicidal activity. 

 
 
INTRODUCTION 
 
The species Jatropha curcas L. is a drought resistant 
shrub of the family Euphorbiaceae, which is predominant 
in Central America and today is found throughout the 
world in the tropics (Chavan et al., 2014). Different 
extracts of J. curcas seeds, leaves, stem and bark were 
used as an antiseptic, diuretic, purgative, larvicide as well 

as for treating cancer, gout, and skin diseases (Dalziel, 
1955; Duke, 1985, 1988; Kaushik and Kumar, 2004). 
Many studies have been conducted on the genus 
Jatropha covering various aspects as bioactivity to insect 
pests of stored products (Silva et al., 2012), this property 
was confirmed after toxicity tests that were realized on 
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the pests of the stocks of corn and bean seeds and the 
results have been spectacular, since damages in seeds 
were reduced to 10% (Solsoloy and Solsoloy, 1997). The 
aqueous extracts of bark and leaves have a larvicidal 
activity against mosquito species Aedes aegypti L. and 
Culex quinquefasciatus (Rahuman et al., 2008). The 
linoleic acid present in the composition of the seed oil is 
used in the treatment of eczema and other skin diseases 
(Heller, 1996). The leaf juice is an inhibitor of watermelon 
mosaic virus (Tewari and Shukla, 1982) and also has a 
human blood coagulant activity (Osoniyi and Onajobi, 
2003). Roots showed an anti-inflammatory activity, the 
application of the powder paste spread over the inflamed 
part or the injection of methanolic extracts by oral or 
cutaneous way reduced enormously the inflammation 
(Mujumdar and Misar, 2004). In addition, the curcin, 
which is a main component of crude oil, is used in very 
low concentrations, as a cytotoxic agent in cancer cells; 
the protein that is responsible can inhibit the spread of 
tumor cells (Luo et al., 2006). Hence natural plant 
products may be a possible option to synthetic sub-
stances, as they are efficient and friendly with environ-
ment (Shaalan et al., 2005). Due to the favorable 
conditions for the cultivation of J. curcas in Tunisia, there 
is an increasing interest in the study of this plant and it 
becomes attractive as alternative mosquito larvae control 
agent because J. curcas extracts show no harmful sequel 
on the environment. Therefore, this encourages us to 
undertake a study of the larvicidal activity of seeds and 
leaves aqueous extracts of J. curcas. 
 
 
MATERIALS AND METHODS 

 
Plant material  
 
The leaves and seeds of J. curcas L. were collected from the region 
of Nabeul (Tunisia) between April and September 2010. Plant 
material belongs to eight different origins. The sources are  
Tanzania (ARU), Mozambique (MOZ), Surinam (SUR) and five 
Brazilien provenances: Paraná (PAR), Norte de Minas (NMB), Mato 
Grosso (MGB), Regiao Sureste (SNR) and Vale do Fequitinhonha 

(VFB). 
 

 
Animal material  

 
Larvae subjected to toxicity tests were from larval habitat of 
mosquitoes untreated, located in rural areas of Mjez el bab (North 
West Tunisia). They were identified by Dr. Bejaoui Mustafa in 
Faculty of Sciences of Bizerta, according to Brunches et al. (2000). 
They were maintained at ambient rearing conditions in the National 
Institute for Research in Rural Engineering Water and Forestry. For 
the bioassays, only larval stage 4 was used and all tests were 
conducted at room temperature. 
 

 
Preparation of aqueous extracts 

 
Leaves were chapped, dried and powdered. Seeds were peeled 

and crushed using a mortar until having a kind of paste. Then, 100 
mg of plant material was diluted in 1000 ml of distillated water 
previously  heated  to  boiling. The   aqueous solution  was  placed 

 
 
 
 
under magnetic stirring for 30 min. Finally, the mixture was filtered 
using a Whatman paper (3 MM). The recovered filtrate represents 
an initial stock solution with a concentration equal to 0.1 g/1000 ml. 
 
 
Estimated quantity of dry residue 

 
In order to give a more significance to the quantities of plant 
material soluble in aqueous extracts, they were concentrated under 
reduced pressure at 40°C using a rotary evaporator for 48 h, until a 
dry residue was obtained which quantity is expressed in mg. This 
helps to express the lethal concentrations of soluble dry residues in 
water in mg / ml. 
 
 
Toxicity tests  
 
From the initial extract (stock solution) of J. curcas L. seeds and 
leaves, and water of larvae sites, concentrations of 0.1, 0.2, 0.5 and 
1 mg/ml were prepared. The tests were performed in 9 cm Petri 
dishes diameter, each containing 20 ml of solution and 10 mosquito 
larvae of C. pipiens of the same caliber (L4 stage). The same 

number of larvae was placed in a control Petri dish containing 20 ml 
of larvae water breeding sites. Three repetitions were performed for 
each concentration as well as for the control. The larvae were 
considered dead if they were immobile and unable to reach the 
water surface (Macedo et al., 1997). Mortality response was noted 
after exposure of 1, 2, 4, 6, 12, and 24 h, and the mortality 
percentage was reported from the average of three replicates. 
 
 
Determination of lethal concentrations (LC50)  

 
The estimates of LC50 were determined after 24 h of exposure using 
the software Spearman- Kaber (Hamilton et al., 1977). 
 
 
Statistical analysis 
 

A general linear model (ANOVA) analysis was used to determine 
the effect of seeds and leaves origin and the concentration of the 
aqueous extracts on mortality data recorded after 1, 2, 6, 12 and 24 
h of treatment of the larvae. Differences between mean values were 
compared using the Duncan Multiple Range Test (5%) by SAS 
(1990), version 6.12.  
 
 

RESULTS AND DISCUSSION 
 
Evaluation of the mortality of larvae of C. pipiens L. 
exposed to aqueous seed extract of J. curcas L. 
 

After 12 h of exposure, most provenances exhibited 
100% mortality at 1 mg /ml except the provenances of 
Vale do Fequitinhonha (Brazil) and Surinam with a 
mortality of 76.7 and 80% respectively (Figure 1). After 
24 h, the totality of provenances showed 100% mortality 
at 1 mg / ml and also at a concentration of 0.5 mg /ml 
(Figure 2). It should be noted that the Mozambique 
population showed a high toxicity since we obtained 
100% mortality after 12 h of exposure to only a 
concentration of 0.2 mg /ml, while the two populations 
Vale do Fequitinhonha (Brazil) and Suriname showed a 
low toxicity, since the mortality rate after 24 h was about 
96.7% for 1 mg /ml. Furthermore, the results of the
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Figure 1. Mortality after 12 h of exposure of larvae to different concentrations (1 to 10%) of seed aqueous extracts. 
 
 

 

 
 

Figure 2. Mortality after 24 h of exposure of larvae to different concentrations (1 to 10%) of seed aqueous extracts. 
 
 
 

larvicidal activity of seeds aqueous extract were 
subjected to analysis of variance which highlighted 
significant differences of larvae mortality rate between the 
provenances and among concentrations (Table 1). This 
reveals that the seeds aqueous extract is responsible for 
the susceptibility of Culex pipiens larvae. Goel et al. 
(2007) and Makkar et al. (1997) have shown that the 
higher larvicidal activity of J. curcas seeds extract 
indicate that toxic phorbol esters and other compounds 
are highly accumulated in seeds, rather than in other 
parts of the plant including the leaves.  
 
 
Evaluation of the mortality of larvae of C. pipiens L. 
exposed to aqueous leaf extract of J. curcas L.  
 
After the exposure of C. pipiens larvae to leaves aqueous 

extracts, it was found that after 1 h, majority of 
provenances present a low mortality didn’t exceed 3.33% 
in the case of Vale do Fequitinhonha (Brazil) and 
Surinam, and 13.33% in the case of Paraná (Brazil) and 
Mato Grosso (Brazil). In both the provenances of 
Mozambique and Norte de Minas (Brazil), we recorded a 
high mortality rate which reaches 40% (Figure 3). On the 
other hand, after 12 h of exposure, the mortality rate 
reached 100% for 1 mg /ml  concentration in both the 
provenances of Mozambique and Norte de Minas 
(Brazil), whereas in other provenances didn’t exceed 
90% (Figure 4). After 24 h, the mortality rate reached 
100% only in the Mozambique, Norte de Minas (Brazil) 
and Regiao Sureste (Brazil) provenances. Other 
provenances: Tanzania, Paraná (Brazil), Mato Grosso 
(Brazil) and Suriname showed a low toxicity. The 
population of Vale do Fequitinhonha (Brazil) showed the  
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Table 1. Variance analyses results of larvicidal activity of seed and leaf 
aqueous extracts of Jatropha curcas L. (F and P values, for the 
significance of the differences) 
 

Time (h) Variation 
Seed Leaf 

F P F P 

1 

Provenance 3.57 0.0022 26.38 <0.0001 

Concentration 30.22 <0.0001 67.84 <0.0001 

Prov x Conc 2.08 0.006 6.26 <0.0001 

      

2 

Provenance 40.51 <0.0001 33.73 <0.0001 

Concentration 94.06 <0.0001 112.83 <0.0001 

Prov x Conc 4.22 <0.0001 3.06 <0.0001 

      

4 

Provenance 29.00 <0.0001 49.38 <0.0001 

Concentration 205.59 <0.0001 151.24 <0.0001 

Prov x Conc 2.76 0.002 3.98 <0.0001 

      

6 

Provenance 14.37 <0.0001 71.57 <0.0001 

Concentration 217.98 <0.0001 243.7 <0.0001 

Prov x Conc 3.14 <0.0001 5.01 <0.0001 

      

12 

Provenance 34.29 <0.0001 109.93 <0.0001 

Concentration 804.59 <0.0001 476.32 <0.0001 

Prov x Conc 5.02 <0.0001 7.59 <0.0001 

      

24 

Provenance 20.90 <0.0001 134.69 <0.0001 

Concentration 1803.36 <0.0001 716.4 <0.0001 

Prov x Conc 4.83 <0.0001 10.35 <0.0001 
 

F theoric = 1.83 (5%); 2.32 (1%). 

 
 
 

 
 

Figure 3. Mortality after 1 h of exposure of larvae to different concentrations (1 to 10%) of leaf aqueous extracts.  

 
 
 
lowest toxicity because after 24 h and at a high 
concentration (10%), the mortality rate did not exceed 

56% (Figure 5). Furthermore, the results of the larvicidal 
activity of leaves aqueous extract were subjected to
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Figure 4. Mortality after 12 h of exposure of larvae to different concentrations (1 to 10%) of leaf aqueous extracts.  

 
 
 

 
 
Figure 5. Mortality after 24 h of exposure of larvae to different concentrations (1 to 10%) of leaf aqueous extracts.  

 
 
 
analysis of variance which highlighted significant 
differences of death percentage of the treated larvae 
between the provenances and among concentrations 
(Table 2). This reveals that the leaves aqueous extract is 
responsible for the susceptibility of C. pipiens larvae. In 
fact, Juliet et al. (2012) confirmed the presence of 
flavones like apigenin, orientin, vitexin, in J. curcas 
leaves. Hence, the efficacy of the leaf extract could be 
attributed to the presence of the flavones which can 
cause the toxicity to larvae. 

It is noted that the percentage mortality increased with 
increasing concentrations of the leaves and seeds 
extracts. This effect is attributed to some well known toxic 

compounds such as alkaloids, steroids, flavonoids in J. 
curcas leaves extract, and  oleic acid and linoleic acid in 
seeds extract of the same species, which are known to 
have insecticidal  activities (Gutierrez et al., 2014; 
Elsayed Edriss et al., 2013;  Khani et al., 2012).  
Moreover, the mortality of mosquito larvae was also 
increased in relation to the time exposure from 1 to 24 h 
(Figures 1 and 2) which confirmed what has been 
determined by several authors, who showed a 
progressive increase in mortalities in relation to time 
(Elsayed Edriss et al., 2013; Okeniyi et al., 2013; Shirvani 
Farsani et al., 2011; Adegbite and Adesiya, 2005). 
Indeed, the larvicidal activity of the highest concentration  
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Table 2. LC50  for seed and leaf aqueous extracts of eight provenances of Jatropha curcas L. against Culex pipiens L. 
 

Provenance Exposure period (h) CL50 of seed aqueous extracts (%) ± SD CL50 of leaf aqueous extracts    (%) ± SD 

ARU 24 0.52 ± 0.02 1.00 ± 0.06 

MOZ 24 0.49 ± 0.01 0.50 ± 0.01 

PAR 24 0.49 ± 0.04 1.41 ± 0.02 

NMB 24 0.52 ± 0.04 0.50 ± 0.02 

MGB 24 0.65 ± 0.06 2.90 ± 0.03 

RSB 24 0.51 ± 0.02 0.50 ± 0.03 

VFB 24 0.65 ± 0.02 4.72 ± 0.05 

SUR 24 0.75 ± 0.05 1.00 ± 0.07 
 

Mean of 3 repetitions; SD = Standard deviation. 

 
 
 
(1 mg/ml) of the leaves and seeds extracts on C. pipiens 
L. larvae within 24 h of exposure increased the larvae 
mortality.  
 
 
Lethal concentrations LC50 

 
The susceptibility of C. pipiens L. larvae to leaves and 
seeds extracts of J. curcas L. is illustrated in Table 2, 
showing the LC50 (Lethal concentration) values obtained 
after 24 h of treatment. The LC50 confirmed that seeds 
extracts are more effective than leaves extracts for most 
provenances. This potent activity is shown by lowest 
LC50. Analyses showed that the seeds extract of 
Mozambique and Paraná (Brazil) provenances are the 
most effective against C. pipiens L. larvae and showed 
the lowest LC50 value (0.49%). However, the seeds 
extract of Surinam provenance showed the lowest toxicity 
against larvae. This low toxicity is confirmed by the 
highest LC50 value (0.75%). This toxicological study 
revealed that the leaves extract of Mozambique and 
Norte de Minas (Brazil) provenances were the most toxic 
with a LC50 (0.5%) while the leaves extract of Vale do 
Fequitinhonha (Brazil)  provenance was the less toxic 
one (LC50 = 4.72%).  These results are in agreement with 
other studies such as the one carried out by Tomass et 
al. (2011). This study affirms the larvicidal impact of 
crude methanol leaf extract of J. curcas and its column 
chromatographic fractions against the late third instar 
larvae of Anopheles arabiensis, the major vector of 
malaria in Ethiopia.  

In addition, a study elaborated by Ojha and 
Pattabhiramaiah (2013), showed that the seed oil extract 
of J.curcas can be effectively used against Aedes aegypti 
and can be considered for eco-friendly vector control 
programs. Gutierrez et al. (2014) unveiled that larvicidal 
activity of J. curcas leaf is supported by the abundance of 
phytochemicals which show synergestic effects in terms 
of larvicidal action to mosquito larvae. Indeed, they 
determined the presence of alkaloids, steroids and 
flavonoids in J. curcas leaves. Alkaloids are known to 
possess medicinal and pesticidal properties. These 

compounds can be found in the whole J. curcas L. plant, 
but are more abundant in its seeds (Haas and Mittelbach, 
2000). However, several studies have shown that the 
major factor responsible for J. curcas toxicity is the high 
concentration in the seeds of phorbolesters (tetracyclic 
diterpenoids) with known tumour promoting activity (Goel 
et al., 2007; Makkar et al., 1997). Other toxic compounds 
and anti-nutritional factors in the kernel and the seed 
cake include flavonoids, vitexine and isovitexine and 12-
deoxyl-16-hydroxyphorbol (Aregheore et al., 2003). This 
larvicidal activity differ based on the plant species and the 
part used. The presence of several bioactive chemicals 
like alkaloids, steroids and flavonoids can be attributed to 
the susceptibility of the plant extracts as killing agent 
against mosquito larvae. The results reported here open 
the possibility for further investigation on the efficacy of 
larvicidal properties of natural product extracts. 
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The Gram-positive bacterium such as streptomycetes known for its production of a diverse array of 
biotechnologically important secondary metabolites, have major application in health, nutrition and 
economics of our society. There are limited studies on the genetics of streptomycetes, especially 
seaweed associated Streptomyces sp. So, the present study made an attempt to study the genetics of 
production of antibiotic and other phenotypic properties was demonstrated by plasmid DNA curing 
analysis. The DNA-intercalating agent ethidium bromide was used to eliminate plasmid DNA from 
streptomycetes and effects of curing agent (EB) on the antibiotic production and loss of other 
phenotypic traits such as aerial and substrate mycelial production, biomass production, protein 
synthesis were studied. The study demonstrates that the ethidium bromide is potent and probably 
region-specific mutagens that are capable of inducing high rates of plasmid loss (curing), production of 
antibiotics was not eliminated, but was reduced by 20.2-79.8% and extracellular protein of 26 KDa 
mol.wt. was unaffected by curing agents. Data suggests that production of antibiotics and other 
phenotypic traits likely chromosomally encoded in marine Streptomyces species. The study concludes 
that the new methodologies such as mutasynthesis have contributed substantially to the discovery of 
additional antibiotics as an added feather to the scope of antibiotic industry. 
 
Key words: Plasmids, genetics of Streptomyces, curing, phenotypic traits, antibiotic production. 

 
 
INTRODUCTION 
 
Microbial molecular genetics is gaining its momentum 
and popularity over the conventional methods in the 
classification of microbes. Genetic manipulation and 

conventional genetic analysis of actinomycetes (mainly 
streptomycetes) producing antibiotics and other 
secondary metabolites have high-lightened their possible  
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involvement in the biosynthesis of plasmids, clusters of 
antibiotic biosynthesis gene and inter-specific gene-
exchange. There are few studies regarding the genetic 
basis for the biosynthesis of these antibiotic compounds 
and other biologically active secondary metabolites. The 
genetic determinants for antibiotic compounds as well as 
other secondary metabolites in Streptomyces are carried 
on plasmids (Ishibashi, 1992; Kawachi et al., 2000).  

Plasmids have been identified in many Streptomyces 
spp. and have been implicated in the control of a wide 
range of phenotypic properties, including the transfer of 
chromosomal markers („fertility‟), antibiotic biosynthesis 
and resistance, differentiation and melanin formation 
(Hopwood et al., 1986a; Chater and Kinashi, 2007) and 
production of secondary metabolites with variety of 
applications (Dharma raj and Dhevendaran, 2012). It has 
also been shown that various antibiotic-producing 
streptomycetes harbor plasmids, which vary in size 
and/or form depending on the antibiotic production 
(Hayakawa et al., 1979). The loss of antibiotic and other 
secondary metabolite production can occur upon 
treatment with “curing agents” (Coyne et al., 1984). 
However, with certain exceptions, genetic evidence for 
the existence of Streptomyces plasmids has been limited 
to studies on the effect of plasmid-curing agents on the 
stability of particular phenotypes, notably antibiotic 
production (Ismail et al., 1998; Hopwood, 2006). The 
biosynthetic genes for antibiotics in Streptomyces, which 
form a gene cluster, are usually located on chromosome 
(Keasling, 2008). In Streptomyces coelicolor A3 (2), the 
antibiotic biosynthetic genes for methylneomycin is 
located in extrachromosome (Marnix et al., 2010; Bentley 
et al., 2004). In some cases, the plasmid genes may 
encode „regulatory function‟ while the structural genes 
are located on chromosomes (Ravel et al., 2000). The 
morphological differentiations that exist within their 
colonies, phenotypic characteristics and their genetic 
control mechanisms that regulate these events have 
been of great biological interest. The genetic deter-
minants for the production of antibiotics and other 
phenotypic traits have not been extensively studied. 
Considering the above facts, the present study aimed at 
analyzing the effects of curing agent (EB) on the 
production of antibiotics, loss of other phenotypic traits 
and plasmid DNA from Streptomyces species. Therefore, 
the purpose of this study was to ascertain whether the 
genes for antibiotic and other phenotypic traits are either 
plasmid-borne or encoded on the chromosome in 
Streptomyces isolated from seaweeds. 
 
 
MATERIALS AND METHODS  

 
In the present study, seaweeds were collected from Muttom coast 
which is situated in the south coast of India located at a distance of 
34 km from Cape Comorin at (8

o
 7‟ 15” N: 77°

 
1‟E) in India. 

Seaweeds were collected from the substratum along with the 
holdfast using a blunt knife and chiser. Seaweeds were transported 
to  the  lab in sterile  polyethene bags  immediately for further study. 
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Identification of seaweeds 
 
The seaweed specimen was preserved in 4% formalin-seawater 
solution for further investigations. Some material was preserved in 
the form of herbarium sheets and kept in the Herbarium, 
Department of Botany, Holy Cross College. Cross sections (C. S.) 
of the material were obtained by free hands with the help of shaving 
blades, which were then stained with iodine, mounted in glycerine 
and sealed with the help of nail polish. Prepared slides were 
examined under microscope, and photographs were taken. 
 
 

Isolation of Streptomyces from seaweeds 

 
The seaweed extract were obtained by using the following method: 
1 g mantle of live specimen was weighed, washed with distilled 
water and treated with 0.5% phenol for 5 min to inhibit the bacterial 
and fungal colonies present as contaminants. After washing with 
distilled water, the mantle was macerated. Aliquots of 1 ml of each 
seaweed extract was serially diluted with seawater to a dilution of 
10

-2
. A quantity of 1 ml of the dilutions were mixed with 20 ml of 

glycerol asparagine agar medium and incubated at room 

temperature (28 ± 2°C) for seven days. The Streptomyces colonies 
were counted and expressed as CFU/gm dry weight of visceral 
mass. The isolated strains were stored in ISP5 (glycerol asparagine 
agar Base) medium as agar slant cultures at 28 ± 2°C. 
 
 

Characterization and identification of Streptomyces strain 

 
Microscopic, cultural and physiological characteristics of 

Streptomyces strains were carried out by adapting the methods 
described by Shirling and Gottlieb (1966). Based on the 
characteristics, six strains were identified with the help of Nonomura 
keys (1974) and Actinobase database (Ugawa et al., 1989). 
 
 

Isolation of plasmids from Streptomyces 
 

Isolation of plasmid DNA from Streptomyces strains was carried out 

by alkaline lysis and potassium acetate precipitation. 2 ml of a 2- 4 
day-old culture in FM medium were harvested by centrifugation 
(17,000× g, 4°C, 1 min). After washing with 1 ml of solution MP1 
(Tris HCl-50 mM, EDTA-10 mM, RNase A 100 µg/ml), the cells 
were resuspended in 500 μl of solution MP1GL (Glucose-50 mM, 
Tris-HCl-25 mM, EDTA-10 mM, RNase A-100 µg/ml, Lysozyme-2-4 
mg/ml) by vortexing. The suspension was incubated at 37°C for 30-
60 min, then mixed with 500 μl of solution MP2 (NaOH-0.2 M, SDS-
1%(w/v) by inversion and incubated at RT for 10 min. 400 μl 
solution MP3 (KAc.3H2O-5 M) and 40 μl Rotiphenol® were added 
and mixed by inversion. The mixture was incubated on ice for 5 
min. After 20 min centrifugation (20,000× g, 4°C), the supernatant 
was poured into a fresh microfuge tube and extracted twice with 
300 μl Rotiphenol®. DNA was precipitated by addition of 0.8-fold 
volume of isopropanol and centrifugation (20,000× g, 4°C, 20 min). 
DNA pellet was washed with 500 μl 70% cooled ethanol, air dried 
and resuspended in 20-50 μl distilled water or TE buffer.  
 
 

Agarose gel electrophoresis of DNA 
 

Gel electrophoresis with 0.8-1% (w/v) agarose was used to 
separate DNA fragments. The buffer system employed was 1×TBE 
buffer. After running the gels, bands were detected under the UV 
light and photographed. 
 
 

Plasmid DNA curing 
 

Curing of plasmid  was attempted  by inoculating the suspension  of  
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cultures into the Fermentation medium containing 10 mM EB. Broth 
cultures were incubated at 28°C in a shaker with 200 rpm up to 
sufficient growth. After sufficient growth, serial dilutions of cultures 
were made, each dilutions were plated onto GA agar medium and 
incubated at 28°C for 2-4 days. Presumptive aerial mycelium-
negative colonies were picked up aseptically and re-placed onto 
same medium under the same conditions (modified protocol of 
Ismail et al., 1998)  
 
 
Mycelial color determination 

 
The cured and non-cured Streptomyces isolates were streaked on 

Petri dish containing glycerol asparagine agar, incubated at room 
temperature (28 ± 2°C) for seven days and mature sporulating 
aerial mycelium production was noticed. The cultures were 
classified into white, grey, red, green, blue, yellow and violet series 
depending on the aerial mycelial color. The color of the reverse side 
of Streptomyces colonies was observed; the strains were classified 
into pale yellow, olive or yellowish brown, cream depending on the 
substrate mycelial color. 
 

 
Biomass production 

 
The cured and non-cured isolates were cultured in broth medium 
under above said conditions. After sufficient growth, the cells were 
harvested by filtration. The wet minus dry weight of the filtrate was 
taken as growth. 
 
 
Antimicrobial bioassay 

 
Antibiotic activity of cured and non-cured Streptomyces strains was 
done against four different Vibrio spp. by disc diffusion method. Ten 
microlitre of Streptomyces culture was drawn in sterile discs and 
placed over the vibrio agar plates pre-seeded with Vibrio spp. The 
zone of inhibition was measured after 48 h in mm. 
 

 
Drug resistance bioassay 
 
The antibiotic sensitivity was tested against each cured and non-
cured Streptomyces strain. Twelve antibiotic discs viz., gentamicin 
(10 µg), lincomycin (10 µg), penicillin-G (10 units), rifampicin (5 µg), 
streptomycin (10 µg), vancomycin (30 µg), amphotericin-B (100 
units, 20 µg), chloramphenicol (30 µg), Erythromycin (15 µg), 
kanamycin (30 µg), nystatin (100 units), and tobramycin (10 µg) 
used in this piece of study were obtained from Hi-Media Pvt. Ltd., 
India. As per the specification, the concentration of each antibiotic 
was maintained. A suspension of the Streptomyces isolate was 
prepared to a particular McFarland standard (0.5 mcf), and then 
spread evenly onto a Muller-Hinton agar (M173) in a Petri dish. The 
commericial antibiotic disc was impregnated onto the medium and 
each plate was incubated at 28±2°C for 48 h during the study. After 
incubation, the occurrences and sizes of inhibition zones around 
the discs of the different antibiotics were tabulated (modified 
protocol of Rajput et al., 2012). 
 
 
Extracellular protein profile 

 
The strains of cured and non-cured isolates were inoculated onto 
GA broth medium, and incubated under submerged condition for 
four days. After four days, the twelve ml of culture was centrifuged 

at 1000 rpm for 10 min. The supernatant was collected and equal 
volume of 10% TCA (Tri Chloro acetic acid) solution was added. 
They  were  kept under  refrigeration  for  over-night  incubation  (for  

 
 
 
 
precipitation). The precipitate was centrifuged at 1000 rpm for 15 
min. Then, 50 or 100 µl of 1x PBS solution was added to the pellet 
and mixed well. This extracellular protein was stored at -20°C for 
further use (modified protocol of Subashkumar et al., 2007). 
Extracellular protein separation was made by 12.5% of SDS-gel 
SDS-PAGE electrophoresis (Lamelli, 1970). 

 
 

RESULTS 
 
Isolation and characterization of Streptomyces 
isolates 
 
In the present study, 16 seaweeds were collected at 
monthly interval from Muttom coast, South India. The 
seaweeds were identified as Gracillaria corticata, 
Chnoospora minima, Sargassum weightii, Spyridia 
hypnoides, Enteromorpha intestinalis and Hypnea 
valentiae, Gelidium microptera, Chatetomorpha media, 
Sargassum longifolium etc., belonging to the order of 
Rhodophyta, Phaeophyta, Chlorophyta. For identification 
of Seaweeds, fixed in formalin, herbarium sheets were 
prepared and photographed and classified using guide 
(Dhargalkar, 2004). Seaweeds are the rich source of 
protein than cereals, egg and fish. Marine algae are not 
only the primary and major producers of organic matter in 
the sea, but they also exert profound effects on the 
density and distribution of other inhabitants of the marine 
environment. An understanding of the wide range of 
behavioral relationships that exist among organisms 
would provide us with clues to substances of biomedical 
interest. Secondary metabolites produced by the 
seaweeds and host organism to protect themselves and 
to maintain homeostasis in their environment (Sheeja, 
1994; Dhevendaran et al., 2004; Kolanjinathan and 
Stella, 2011) 

The maximum streptomycetes population (from 73-68 × 
10

2
) was observed in Sargassum weightii, Enteromorpha 

intestinalis and Ulva lactuca. The minimum Streptomyces 
population was (14- 5 × 10

2
) observed in seaweeds such 

as Chaetomorpha media and Hypnea valentiae (Figure 
1). Moreover, the streptomycetes strains were isolated 
using four different media such as Kusters agar, 
actinomyces agar, glycerol asparaginase agar and potato 
dextrose agar, and among the four media, GA medium 
obtained maximum number of streptomycetes isolates 
compared to other media (Figure 1). The present study is 
correlated with the findings of Anithakumary and 
Dhevendaran (2004) and Prasheetha (2008). Forty-five 
strains of Streptomyces different in aerial and substrate 
mycelial coloration were selected for the study. Among 
them, 15 isolates, which showed antimicrobial activity 
(Figure 2) against any one of four different Vibrio species 
(V. harveyji, V.parahemolyticus, V. alginolyticus, V. 
vulnificus) were tested for the presence of plasmids; out 
of them, six isolates having plasmids were further charac-
terized by adopting the methods of International 
Streptomyces Project (ISP). The colonies of 
Streptomyces were slow-growing and had powdery
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Figure 1. Streptomyces population recorded in different seaweeds in different months. 

 
 
 

  
 
Figure 2. Antimicrobial activity of Streptomyces isolates against Vibrio sp. by double layer method. 

 
 
 
appearance. Aerial mycelial colors of isolated strains 
were yellow, green, grey, white and bluish green and 
substrate mycelial color of each strain was very different 
like brown, reddish brown, red and yellow (Table 1). The 
different aerial and substrate mycelial color were due to 
the utilization of different carbon source for the growth 
(Vanajakumar, 1981). Most of the strains showed 
Rectiflexibles spore morphology; the strain AQB.SKKU8 

showed hock smooth spore morphology (Figure 3) and 
among the six strains, only one strain produced melanoid 
and soluble pigments (Table 1).  

Less than 10% of various sources of Streptomyces are 
known for melanoid production and grey colour series 
usually produce smooth spore surface compared to other 
(Mathew, 1995; Lakshmanaperumalsamy, 1978). The 
glucose, arabinose and xylose were well utilized and
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Table 1. Phenotypic characteristics of Streptomyces spp. isolated from seaweeds. 

 

Name of closely 

related species 
Strain number 

Seaweed 
source 

Spore chain 
morphology 

Spore 
surface 

Aerial mass 
color 

Reverse side 
color 

M
el

an
o

id
 

P
ig

m
en

t 

S
o

lu
b

le
 

P
ig

m
en

t Carbon utilization 

G
lu

 

A
ra

 

X
yl

 

In
o

 

M
an

 

F
ru

 

R
h

a 

S
u

c 

R
af

 

S. coelicolor AQB.SKKU8 
Gracillaria 
corticata 

hock Smooth 
Yellow/ 

Green 

Brown 
/lavender 

- - + + + - + + ± ± - 

S. autotrophicus AQB.SKKU10 
Chnoospora 
minima 

RF Smooth Pale yellow ND/ cream - - + + + + + + + + - 

S. pedanensis AQB.SKKU18 
Sargassum 
weightii 

RF Smooth White Brown - - + + + ± + - ± + - 

S. deccanensis AQB.SKKU20 
Spyridia 
hypnoides 

SC Hairy Grey Yellow + + + + + + + + + + + 

S. vinaceus AQB.SKKU25 
Enteromorpha 
intestinalis 

RF Smooth 
Yellowish 
brown 

Reddish  

brown 
- - + - + - + + - + - 

Streptomyces Nov sp. AQB.SKKU37 
Hypnea 
valentiae 

RF Smooth Bluish green 
Reddish  

Brown/red 

 

- 

 

- 

 

+ 

 

± 

 

+/ 

 

+ 

 

+/ 

 

+/ 

 

+ 

 

+ 

 

± 
 

Abbreviations: RF,Rectiflexibles; SC, Straight chains; ND, not distinctive; Glc, D-glucose; Ara,L-arabinose, Fru, D-fructose; Ino, iinositol; Man, D-Mannitol; Raf, raffinose, Rha, L-rhamnose. Suc, sucrose; 
Xyl, D-xylose, “+”: well utilized;” +/_”: poorly utilized; “_”: not utilized; S, Streptomyces; Nov sp. 

 
 
 

 

 

A                                                              B 

 

Figure 3. Gram-staining photograph smooth morphology  

 

 
 
Figure 3. Gram-staining photograph smooth morphology of A. hock (strain AQB.SKKU 8) B. Rectiflexibile (strainAQB.SKKU18).  
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Figure 4.Plasmid DNA separated in Agarose gel electrophoresis  
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Figure 4. Plasmid DNA separated in Agarose gel electrophoresis. (A) Before curing; (B) After Curing; Lane 1, Strain AQB.SKKU8; Lane 2, 

MTCC 1540; Lane 3, Strain AQB.SKKU18; Lane 4, Strain AQB.SKKU25; Lane 5, Strain AQB.SKKU37; Lane 6, Marker (Hind III digest). 

 
 
 
raffinose was not utilized by some strain (AQB.SKKU 8, 
10, 18, 20); the rhamnose and sucrose was moderately 
utilized by the strain (AQB.SKKU 8, 18, 25). The strain 
AQB.SKKU 37 poorly utilized the entire carbon source. 
The Streptomyces isolates of marine seaweeds did not 
utilized the carbon source such as raffinose. Strepto-
mycetes isolated from marine sponge Mycale mytilorum 
(Annandale), and Tendania anhelans (Lieberkuhn) 
showed abundant mycelium with glucose and xylose, 
moderate growth in medium containing arabinose, 
rhamnose, galactose, raffinose, mannitol and inositol, 
whereas growth was doubtful on media with fructose and 
sucrose (Selvakumar et al., 2010).  
 
 
Plasmid profile before and after curing 
 
Fifteen Streptomyces colonies associated with seaweeds 
were screened for plasmids. Of these, seven strains 
showed plasmids of varying sizes as their extra-
chromosomal genetic material. Omura and coworkers 
(1981) from macrolide antibiotic producers conducted 
similar survey, and they found that only five of the 21 
strains examined contained plasmids. The plasmid profile 
of Streptomyces species were resolved by agarose gel 
electrophoresis and it expressed multiple plasmids viz: 
major plasmids of 26and 23 kb and two minor plasmids of 
17 and 8.8 kb (Figure 4A). Comparison of plasmid DNA 
profile of the six field strains of Streptomyces among 
themselves and with the reference strain (MTCC 1540) to 
catalogue the extent of homology indicated that, while 
strainAQB.SKKU.8 and strain AQB.SKKU18 carried a 
plasmids of 23 and 17 kb (Figure 4A) like that of 
reference strain. Streptomyces AQB.SKKU25 hosted 
multiple plasmids namely 26, 23.7, 14 and 8.8 kb. The 
strain AQB.SKKU10 showed the plasmids range from 
0.8, 0.9 to 26 kb. The strain AQB.SKKU8, strain 
AQB.SKKU20 and strain AQB.SKKU18 showed unique 
plasmid patterns, which had homology with the reference 
strain Streptomyces MTCC 1540 before curing treatment 

(Figure 4A). Hayakawa et al. (1979) was found 17 kb 
linear plasmid in antibiotic resistance isolates of 
Streptomyces. The above results correlated with the 
previous findings in which the molecular weight 23.7 Kb 
plasmids were detected in antibiotic resistance 
Streptomyces species (Kinashi et al., 1987). The 
presence of multiple plasmids indicates the multiple 
antibiotic resistances and loss of plasmid after curing 
indicates the instability of plasmids treated with curing 
agents (Imran, 2009).  

After curing treatment with EB, Streptomyces isolates 
and reference strain (MTCC 1540) lost the previously 
harbored plasmid. The strain AQB.SKKU8 and strain 
AQB.SKKU37 did not lose the high molecular weight 
plasmid (Figure 4B). The antibiotic production was also 
lost with high frequency from cultures treated with curing 
agents known to cause elimination of plasmids (Okanishi 
and Umezawa, 1978). In another report, plasmid-borne 
genes cured by dye treatment played a regulatory role 
(Akagawa et al., 1979).  
 
 
Aerial and substrate mycelial coloration in wild and 
cured strains 
 
The aerial and substrate mycelia production and 
coloration of Streptomyces strains before and after curing 
was attempted. The selected Streptomyces strains lost 
aerial mycelium after curing. The white color aerial 
mycelium was changed as pinkish white in AQB.SKKU18 
and no color change was observed in strain 
AQB.SKKU25. The aerial mycelial color was different in 
each strain as shown in Figure 5A. The substrate mycelia 
color of Streptomyces strains were changed as pink, red 
and orange color after curing treatment (Figure 5B). The 
loss of aerial mycelium and different substrate mycelium 
production in Streptomyces may be due to the secondary 
metabolite production during germination of spores while 
treated with curing agents (Schaeffer, 1969). It has also 
been reported that the formation of genetically mapped 
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Figure 5.Different Mycelial coloration of Streptomyces isolates 
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Figure 5. Different Mycelial coloration of Streptomyces isolates. (A) Before Curing; (B) After Curing; AM, Aerial mycelium; SM,Substrate 

mycelium. 

 
 
 
mutants lacking in aerial mycelium is controlled by 
chromosomal genes rather than plasmids (Merrick, 1979; 
Imran, 2009). 
 
 
Biomass production in cured and non-cured strains 
 
The variation in biomass production was observed in all 
strains before and after curing treatment. The biomass 
production was decreased after curing and it was 
increased in strain AQB.SKKU25 (Figure 6). It indicated a 
re-directing of cell-energy toward primary metabolism 
(Ikeda et al., 1981; Ismail et al., 1998).  
 
 
Antimicrobial bioassay before curing and after curing 
 
Among the plasmid-isolated strains, experiments were 
performed in cured and non-cured Streptomyces isolates 
to find the presence or absence of antibiotic activity 
against three different Vibrio spp. Among the seven 
strains, all the Streptomyces isolates and reference strain 
MTCC 1540 showed similar antagonism against 
pathogenic Vibrio spp. In the case of strain 
AQB.SKKU20, the antagonistic activity was expressed 
towards V. alginolyticus only after curing treatment 
(Figure 7). The present also supported by Hopwood 

(1999), he described in a separate experiment, he picked 
seven Streptomyces strains that had failed to reveal any 
antimicrobial activity. After irradiating them with X-ray, 
five gave rise to antibiotic-producing variants. Thus, the 
study demonstrates that mutation stimulates antibiotic 
production in some cases (Flickinger et al., 1990; Imran, 
2009; Kim et al., 2011).  
 
 
Drug resistance bioassay in non-cured and cured 
isolates 
 
The antibiotic resistance of six isolates and one reference 
strain MTCC 1540 (S. griseus) was tested before and 
after curing treatments. The resistance pattern of 
Streptomyces coelicolor AQB.SKKU8 and reference 
strain was similar. The isolated strains showed resistance 
to most of the tested antibiotics before curing. The strain 
AQB.SKKU18 and strain AQB.SKKU20 was resistant to 
all antibiotics used. Strain AQB.SKKU10 and strain 
AQB.SKKU37 were sensitive to the antibiotics such as 
Amphotericin-B and Nystatin before curing treatment. 
The strain AQB.SKKU25 showed sensitivity to 
Gentamycin, Streptomycin and Chloramphenicol before 
curing treatment (Table 2). The reference strains were 
homology with Streptomyces isolates in the resistance 
pattern of antibiotics such as Lincomycin, Penicillin-G
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Figure 6. Biomass production of Streptomyces spp. before and after curing. 

 
 
 

 
 

Figure 7. Antibacterial effect of Streptomyces sp. against pathogenic Vibrio spp. before and after curing. 

 
 
 
and vancomycin. These are the resistance pattern of 
Streptomyces isolates and reference strain before curing. 
After curing, the resistance of Streptomyces species 
decreased compared to selected antibiotics before 
curing; it was reduced gradually after curing. The 
reference strain (MTCC1540) and the isolates of 
streptomycetes diameter of inhibition zone was reduced 
or increased and in some cases, sensitive strain become 
resistant and vice versa after curing which depends on 

the strain. The isolated Streptomyces also showed similar 
pattern (Table 2 and Figure 8B), which had homology 
with the plasmid profile also (Table 2). Characterization of 
Streptomyces strains in terms of their resistance to 
certain ranges of antibiotics makes it possible to avoid 
the repeated screening of isolates with the production of 
known antibiotics. It has been observed that 
Streptomyces species with mutagenic agents (also curing 
agents such as EB, AF and AO) cause strains to 
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Table 2. Antibiotic resistance of Streptomyces isolated from seaweeds. 

 

Name of the 
antibiotics 

Zone of Inhibition (mm) 

StrainSKKU8 StrainSKKU10 StrainSKKU18 StrainSKKU20 StrainSKKU25 StrainSKKU37 MTCC1540 

I II I II I II I II I II I II I II 

Gentamicin 23 13 R 16 R 26 R 23 22 28 R 26 26 20 

Lincomycin R R R R R R R R R R R 21 R R 

Penicillin-G R R R R R R R R R R R 25 R R 

Rifampicin 25 15 R 15 R 21 R 13 R 16 R 26 17 23 

Streptomycin 16 R R 15 R 27 R 22 11 20 R R 28 34 

Vancomycin R R R R R R R R R R R 26 R R 

Amphotericin-B R R 11 22 R R R R R R 22 20 R R 

Chloramphenicol 19 23 R 27 R 30 R 25 12 24 R 31 33 15 

Erythromycin R 15 R 23 R R R 14 R 16 R 30 28 R 

Kanamycin R 22 R 14 R 26 R 23 R 25 R 25 25 27 

Nystatin R R 12 R R R R R R R 21 R R R 

Tobramycin R 14 R 21 R 16 R 20 R 12 R 12 R 15 
 

I- Zone of inhibition before curing; II-Zone of inhibition after curing; R-resistant. 
 
 

 

lose the ability to synthesize the secondary 
metabolites (Imran, 2009). Saadoun et al. (1998) 
suggested that antibiotic production is likely to be 
chromosomally encoded.  
 
 
Extracellular protein expression in pre and 
post cured strains 
 
The extracellular protein profiles of six strains of 
seaweed origins and one reference strain of 
MTCC 1540 (S. griseus) were studied. 
Streptomyces isolates exhibited below 26,000 and 
43,000 Da as their extracellular protein. The 
similar ranges of proteins were also expressed in 
the reference strain (MTCC 1540) with SDS-
PAGE separation. However, the expressed high 
molecular weight protein ranged between 43,000 
to 66,000Da and above 66,000 to 97,4000Da and 
it differed in all pre-cured Streptomyces strains 

(Figure 9A). Streptomyces isolates and reference 
strain did not lose the molecular weight of 
26,000Da protein during post-curing treatment 
(Figure 9B). The proteins present of Streptomyces 
strains in pre-curing was not expressed after 
curing, instead of that, new protein of high 
molecular weight (nearly 180,000 Da) was 
expressed in all Streptomyces isolate after curing 
(Figure 5B). Yang et al. (2012) reported the 
butanolide binding protein BarA of S. virginiae 
and has a molecular weight of 26,000 Da. In 
S. griseus, an A-factor binding protein had an 
apparent molecular weight of 26,000 Da 
(Miyake et al., 1989; Kawachi et al., 2000). 
 
 
DISCUSSION 
 
As secondary metabolites are frequently the result 
of complex, highly regulated biosynthetic process, 

a variety of changes in the genome may be 
necessary for the selection of high yielding 
derivatives of a wild strain. Baltz (2001) suggested 
that in many cases strain improvement have been 
achieved using natural methods of genetic 
recombination, which bring together genetic 
elements from two different genomes into one unit 
to form new genotypes; however, the most 
effective strategy is mutagenesis. A variety of 
chemical mutagens like ethidium bromide, N-
methyl-N'-nitro-Nnitrosoguanidine (MNNG or 
NTG) are used for antibiotic and other secondary 
metabolite yield improvement in Streptomyces 
(Mamatha, 2009: Imran, 2009). These mutagens 
induce modifications of the base sequences of 
DNA that result in base pair substi-tutions, frame 
shift mutations, or large deletions that go 
unrepaired (Kieser et al., 2000). Little attention 
has made on the aspect of genetics study for the 
strain improvement and increase the yield of



Sridevi and Dhevendaran          2657 
 
 
 

 

 

 
 

 

 

 
Figure 8A. Antibiotic sensitivity of the selected Streptomyces isolates before curing 
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Figure 8B. Antibiotic sensitivity of the selected Streptomyces isolates after curing 
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Figure 8A. Antibiotic sensitivity of the selected Streptomyces isolates before curing 
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Figure 8B. Antibiotic sensitivity of the selected Streptomyces isolates after curing 
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Figure 8. (A) Antibiotic sensitivity of the selected Streptomyces isolates before curing. (B) Antibiotic sensitivity of the selected 

Streptomyces isolates after curing 

 
 
 
biotechnology industry, especially Streptomyces from 
marine source other than soil such as seaweeds. Marine 
seaweeds have been in recent focus because they form 
close association with a wide variety of microbes and are 
rich source of biologically active secondary metabolites 
(Prasheetha, 2008). In this respect, Streptomyces strains 

were isolated from marine seaweeds and the genetic 
determinant for antibiotic production and phenotypic 
characteristics were analyzed by curing test. In the 
present study, Streptomyces species associated with 
marine seaweeds were identified with the help of 
Nonomura keys (1974) and Actinobase database
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Figure 9.SDS-PAGE Separation of Extracellular protein from Streptomyces isolates  
 

                                 B 

                                     A                                       1         2       3       4       5      6      7 

 
                                        7        6        5        4        3       2       1  

      

              
(Figure 9A)- Before Curing; (Figure 9B) – After Curing : Lane 1: StrainSKKU8; Lane 2: MTCC 1540; Lane 

3: StrainSKKU18; Lane 4: Strain SKKU 20; Lane 5: StrainSKKU37; Lane 6: StrainSKKU25; Lane 7: Marker 

 

 

  

 
 

Figure 9. SDS-PAGE Separation of Extracellular protein from Streptomyces isolates. (A) Before curing; (B) After curing: Lane 1: 

StrainSKKU8; Lane 2, MTCC 1540; Lane 3, StrainSKKU18; Lane 4, Strain SKKU 20; Lane 5, StrainSKKU37; Lane 6, StrainSKKU25; 
Lane 7, Marker. 

 
 
 
 (Ugawa et al., 1989). Further molecular characterization 
is needed for taxonomic position. According to Shirling 
and Gottlieb (1966), unknown streptomycetes isolates 
can be characterized by the morphology, microscopic 
appearance, biochemistry, physiology, pattern of proteins 
and molecular genetics. It has also been reported that the 
exudates of seaweeds and slimes of the fish attracted 
microbes as the nutrient source and hambered them 
(Sheeja et al., 2011). 

Detection of plasmid from various antibiotic producing 
strains strengthened the case for plasmid involvement in 
antibiotic production (Saadoun et al., 1998; Jorgensen et 
al., 2009). The study isolation and detection of plasmids 
were carried out in Streptomyces associated with 
seaweeds. After curing, Streptomyces isolates and 
reference strain (MTCC 1540) lost the previously 
harbored plasmid. Plasmidless variants had an altered 
secondary metabolism and a changed antibiotic 
resistance pattern (Akagawa et al., 1979). The 
Streptomyces colonies derived by treatment with EB 
appeared soft and did not form any characteristic aerial 
mycelium. The loss of plasmid after curing did not affect 
aerial mycelial production in all strains and it lost in some 
of the isolates indicates the genetic instability plasmid. It 
also indicates that aerial mycelium production is not 
plasmid mediated, but chromosomally mediated (Imran 
Sajid, 2009). The biomass production was decreased 
after curing. The studies on anticancer compound 
producing Streptomyces from marine algae reported 
decreasing biomass production after treatment with 

different concentration of pesticides (Prasheetha, 2008). 
The antagonism against V. alginolyticus was expressed 
only after curing in strain AQB.SKKU20; indicates the 
mutation stimulates the antibiotic production (Butler et al., 
2002). Characterization of Streptomyces strains in terms 
of their resistance to certain ranges of antibiotics are 
used to avoid the repeated screening of isolates with the 
production of known antibiotics. In the present study, the 
streptomycetes isolates were resistant to antibiotics such 
as rifampicin and streptomycin. Earlier, antibiotic 
resistance of pesticide treated actinomycetes were 
studied, found rifampicin resistance actinomycetes from 
marine algae (Prasheetha, 2008). The diameter of 
inhibition reduced or increased after curing in some 
cases. The deduction is supported by Chater and 
Hopwood (1973). Volf and Altenbuchner (1998), supports 
the present study, who found genetic instability affect all 
the phenotypic properties and production of secondary 
metabolites and genes for primary metabolism.  

An attempt on extracellular protein isolation of seaweed 
associated Streptomyces before and after curing was 
made in the present study. Previously harbored 
extracellular protein was lost after curing in Streptomyces 
sp. and expressed new protein. However, extracellular 
protein of 26000da (26KDa) was unaffected by curing 
treatment. It indicates that the 26KDa protein is 
genetically stable (Okamato et al., 1995). Butler (2003) 
also proved that extracellular molecules influenced 
antibiotic production in many streptomycetes. 
Furthermore, the experiments of plasmid curing with SDS  



 
 
 
 
revealed that some catabolic genes were apparently 
plasmid-associated (AI Haixin, 2008). The present study 
on the effects of curing agents (Ethidium bromide ) on the 
loss of linear plasmid DNA and further the generation of 
antibiotics in Streptomyces were revealed that the 
production of antibiotics was not eliminated, and isolates 
reduced by 20.2-79.8% in the plasmid cured strain. 
Similar survey conducted by Michaelson and Vinning 
(1978), who reported that exposure to Acriflavine and 
Ethidium bromide gave relatively large numbers of 
progeny that failed to produce the antibiotic or produced it 
in a much smaller quantities. Relationships between the 
genetic and phenotypic characteristics examined may 
provide preliminary insight into the distinct strategies that 
microbes use in optimizing their fitness in natural 
environments (Anita et al., 2006).  

This is the first report on the genetic characterization of 
Streptomyces isolated from marine seaweeds based on 
the phenotypic characteristics. Multiple antibiotic 
resistance patterns can be regarded as useful marker 
phenotype for predicting the types of antibiotics and other 
metabolites which streptomycete produced. The data of 
the present study suggest that antibiotic and other 
phenotypic characteristics are chromosomally encoded in 
seaweed associated Streptomyces species. The study 
offers the new promises to modern molecular genetics 
world for the productivity and yield of secondary 
metabolites, which could be increased to many folds by 
selectively mutating the target genes for possible 
exploration of industrial strain for biotechnological 
application. 
 
 
ACKNOWLEDGEMENTS 
 
The authors wish to thank, Dr. Seetha Lekshmi (Life-Teck 
Research Centre), and Dr. Stella Mary, Department of 
Botany, M. S. University, India for their help in 
identification of seaweeds. 
 
 
REFERENCES 

 
Akagawa H, Okanishi M, Umezawa H (1979). Genetics and biochemical 

study of chloramphenicol non-producing mutants of Streptomyces 

venezuelae carrying plasmid. J. Antibiot. 32:610-620. 

AI Haixin, ZHOU Jiti, Hong LV, WANG Jing, GUO Jianbo, LIU Guangfei, 
QU Yuanyuan (2008). Location and PCR analysis of catabolic genes 
in a novel Streptomyces sp.DUT AHX capable of degrading 

nitrobenzene. J. Environ. Sci. 20:865-870. 
Anita Pandey, Pankaj Trivedi, Bhavesh kumat, Lok Man S Palani 

(2006). Characterization of a Phosphate Solubilizing and Antagonistic 
Strain of Pseudomonas putida (B0) Isolated from a Sub-Alpine 

Location in the Indian Central Himalaya. Current Microbiol. 53(3):102-

107. 
Anithakumary YK, Dhevendaran K (2004). Studies on Streptomyces 

associated with three selected seaweeds of kovalam coast. Kerala. 

Res. Utilin. 26:253-259. 
Baltz RH (2001). Genetic methods and strategies for secondary 

metabolite yield improvement in actinomycetes. Antonie Van 

Leeuwenhoek. 79 (3-4): 251-9, PMID 11816967. 
Bentley SD  (2004). SCP1, a  356,023 bp linear plasmid adapted  to the 

Sridevi and Dhevendaran          2659 
 
 
 

ecology and developmental biology of its host, Streptomyces 
coelicolor A3(2). Mol. Microbiol. 51:1615-1628. 

Butler MJ (2003). Deletion of scbA enhances antibiotic production in 
Streptomyces lividans. Appl. Microbiol. Biotechnol. 61:512-516.  

Butler MJ, Bruhein PM, Jovetic S, Maarinelli F, Postma P, Bibb MJ 
(2002). Engineering of primary carbon metabolism for improved 
antibiotic production in Streptomyces lividans. Appl. Env. Microbiol. 

68:4731-4739. 
Chater KF, Hopwood DA (1973). Differentiation in acionmycetes. In 

Microbial Differentiation eds. Ashworth JM and Smith JE, 
Cambridge,Cambridge University Press. pp.143-160. 

Chater KF, Kinashi H (2007). Streptomyces linear plasmids: their 

discovery, functions, interactions with other replicons, and 
evolutionary significance. Microbiol. Monogr. 7:1. 

Claus Jorgensen, Andrew Sherman, Ginny IC, Andrian Pasculescu, 

Alexie Poliakov, Marylin Hsiung, Brett Larsen, David GW, Rune 
Linding, Tony Pawson (2009). Cell-specific Information processing in 
segregating populations of Eph Receptor- ephrin-expressing cells. 

Science. 11;326(5959):1502-1509. 
Coyne VE, Usdin K, Kirby R (1984). The effect of inhibitors of DNA 

repairs on the genetic  instability of Streptomyces Cattleya. J. Gen 

.Microbiol. 130:887-892.  

Dhargalkar VK  (2004). Seaweeds- a field manual. pp.14-24. 
Dhevendaran K, Sukumaran M, Georgekutty MI (2004). Growth 

hormone (IAA) producing bacteria and streptomycetes and their 
biofertilizer effect on mangrove seedling. Avicennia officialis. L. Mar. 
Biotechnol. 6:209-213. 

Flickinger MC, Greenstein M, Bremmon C, Conlin J (1990). Strain 
selection, medium development and scale-up of toyocamycin 
production by streptomyces chrestomyceticus. Bioprocess 
Engineering, 13(4):143-153. 

Hayakawa T, Tanaka T, Sakaguchi K, Otake N, Onehara HY (1979). A 
linear plasmid-like DNA in Streptomyces spp producing lankacidin 

group antibiotics. J. Gen. Appl. Microbiol. 25:255-260. 
Hopwood DA (1999). Mutation induce Antibiotiic 

productiovity.Streptomyces in nature and medicine, the antibiotic 

markers books. p.187. 
Hopwood DA (2006). Soil to genomics: the Streptomyces chromosome. 

Annu. Rev. Genet. 40:1-23. 
Hopwood DA, Kiesser T, Lydiate DJ, Bibb MJ (1986a). Streptomyces 

plasmids. Their Biology and uses as cloning vector. In: Antibiotic-
producing Streptomyces. The Bacteria, Vol.IX (S.W.Queener and 

E.Day, eds.), Academic Press, New York. pp.159-299. 
Ikeda H, Tanaka H, Omura S (1981). Genetic and biochemical 

feautures of spiromycin biosynthesis in Streptomyces ambofaciens 

RM 265.J6. J. Antibiot. 35:507-516. 
Imran Sajid (2009). Screening for antibiotics from indigenous 

Streptomycetes, their genetic and mutational analysis. Ph.D thesis. 

Department of Microbiology and Molecular genetics University of 
Punjab, Quaid-e-Azam, Campus, Lahore. 

Ishibashi Y (1992). Genetic studies into musty odor production by 

actinomycetes. Water Sci. Tech. 25:171-176. 
Ismail saadoun, Ahmed Elbethiea, Willard T Blevins (1998). 

Mutagenesis by ethidium bromide and N-methyl-N‟-nitro-N-

nitrosoguanidine in oro-flavour compound producing strains of 
Streptomyces. J. Biosc. 23(5):595-600. 

Kawachi R, Akashi T, Kamitani Y, Sy A, Wangchaisoonthorn U, Nihira 

T, Yamada Y (2000). Identification of an AfsA homologye (BarX) from 
Streptomyces virginiae as a pleiotropic regulator controlling 

autoregulator biosynthesis, virginiamycin biosynthesis and 

virginiamycin MI resistance. Mol. Microbiol. 36:302-313. 
Keasling JD (2008). Synthetic biology for synthetic chemistry. ACS 

Chem. Biol. 3:64-76. 

Kieser T, Bibb M, Buttner J, Chater KF, Hopwood DA (2000). General 
Introduction to Actinomycetes Biology. In:practical Streptomyces 

genetics. The John Innes Foundation. 

Kinashi H, Shimaji M, Sakai M (1987). Giant linear plasmids in 
Streptomyces which codes for antibiotic biosynthesis genes. Nature. 

328:454-456. 
Kolanjinathan K, Stella D (2011). Pharmacological Effect of Gracilaria 

corticata Solvent Extracts against Human Pathogenic Bacteria and 

Fungi. Inter. J. Pharmaceut. Biol. Arch. 2(6):1722-1728.  

http://pubget.com/search?q=authors%3A%22R%20H%20RH%20Baltz%22
http://pubget.com/search?q=latest%3AAntonie+Van+Leeuwenhoek&from=11816967
http://pubget.com/search?q=latest%3AAntonie+Van+Leeuwenhoek&from=11816967
http://pubget.com/search?q=latest%3AAntonie+Van+Leeuwenhoek&from=11816967
http://pubget.com/search?q=issn%3A0003-6072+vol%3A79+issue%3A3-4&from=11816967
http://www.ncbi.nlm.nih.gov/pubmed/11816967
http://link.springer.com/journal/449
http://link.springer.com/journal/449
http://link.springer.com/journal/449


2660          Afr. J. Biotechnol. 
 
 
 
Laemmli UK (1970). Cleavage of structural proteins during the 

assembly of the head of bacteriophage T4. Nature (London). 
227:680-685. 

Lakshmanaperumalsamy P (1978). Studies on actinomycetes with 
special reference to antagonistic streptomycetes from sediments of 
Porto Novo coastal zone. Ph.D. Thesis, Annamalai University. 

Mamatha SS (2009). Polyunsaturated Fatty acids of Mucor sp. with 
special reference to Gamma linolenic acid. Ph.D thesis. Universtiy of 
Mysore. 

Marnix HM, Axel T, Andriy K, Marco van den Berg, Ulrike M, Wilbert H, 
Liang W, Mohammad TA, Catherine MR, William CN, Roel ALB, 
Rainer B, Eriko T (2010). The Sequence of a 1.8-Mb Bacterial Linear 

Plasmid Reveals a Rich Evolutionary Reservoir of Secondary 
Metabolic Pathways. Genome Biol. Evol. 2:212-224. 

Mathew A (1995). Studies on antagonistic Streptomyces sp. associated 

with fish and shell fish of Veli Lake, Kerala. Indian. J. Exp. Biol. 
12:32-54. 

Merrick MJ (1976). A Morphological and Genetic Mapping Study of Bald 
Colony Mutants of Streptomyces coelicolor. J. Gen. Microbiol. 

96:299-3I5. 
Michaelson AM, Vinning LC (1978). Loss of chloramphenicol production 

in strains of Streptomyces species 3022a treated with acriflavine and 

ethidium bromide. Can. J. Microbiol. 24:662-669. 
Miyake K, Horinouchi S, Yoshida M, Chiba N, Mori K, Nogawa N, 

Morikawa A, Beppu T (1989). Detection and properties of A-factor 
binding protein from Streptomyce griseus J. Bacteriol. 1171:4928-

4302.  

Nonomura H (1974). Key for classification and identification of 458 
species of the Streptomyces included in the ISPP. J. Ferment. 

Technol. 52:78-92. 

Okamoto S, Nakamura K, Nihira T, Yamada T (1995). Virginiae 
butanolide binding protein from Streptomyces virginiae. Evidence that 

Vbr A is not the Virginiae butanolide binding protein and 

reidentification of the true binding protein. J. Biol. Chem. 270:12319-
12326. 

Okanishi M, Umezawa H (1978). Plamids involved in antibiotic 
production in Streptomyces, In E. Freerksen, I.Tarnok, and J.H. 

Thumin (ed.), Genetics of the actinomycetales.Gustav Fischer 
Verlag, Stuttgart. pp. 19-38. 

Omura S, Ikeda H, Tanaka H (1981). Extraction and characterization of 
plasmids from macrolide antibioticproducing streptomycetes. J. 
Antibiot. 34:478-481. 

Prasheetha PK (2008). Studies on anticancer and antibiotic compounds 
from streptomycetes associated with seaweeds of Cape Comorin. 
Ph.D Thesis, Kerala University. 

Ravel J, Wellington EM, Hill RT (2000). Interspecific transfer of 
Streptomyces giant linear plasmids in sterile amended soil 

microcosms. Appl. Environ. Microbiol. 66:529-534. 
Saadoun I, Mohammad MJ, Al-Momani F, Meqdam M (1998). Diversity 

of soil streptomycetes in Northern Jordan. Actinomycetes. 9:52-60. 
  
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 

 
 
 
 
Schaeffer P (1969). Sproulation and the production of antibiotics, 

enzymes and exotins. Bacteriol. Rev. 33:48. 

Selvakumar Dharmaraj, Ashokkumar B, Dhevendaran K (2010). 
Isolation of marine Streptomyces and the evaluation of its bioactive 

potential. Afr. J. Microbiol. Res. 4(4):240-248. 
Selvakumar Dharmaraj, Dhevendaran K (2012). Evaluation of 

Streptomyces as a probiotic feed for the growth of the ornamental 
fish Xiphophorus helleri. Food Technolol. 48(4):497-504. 

Seon-Hye Kim, Han-Na Lee, Hye-Jin Kim, Eung-Soo Kim (2011). 
Transcriptome Analysis of an Antibiotic Downregulator Mutant and 
Synergistic Actinorhodin Stimulation via Disruption of a Precursor 
Flux Regulator in Streptomyces coelicolor

.
.
 
Appl. Environ. Microbiol. 

77(5): 1872-1877. 
Sheeja K (1994). Bacteria and antagonistic Streptomyces sp. 

associated with seaweeds of Kovalam coast. M. Phil, Thesis, Kerala 

University.  
Sheeja MS, Selvakumar D, Dhevendaran K (2011). Antagonistic 

Potential of Streptomyces Associated with the Gut of Marine 

Ornamental Fishes Middle-East. J. Sci. Res. 7(3):327-334. 
Shirling EB, Gottlieb D (1966). Co-operative descriptive of type cultures 

of Streptomyces. The International Streptomyces Project. Intr. J. 

System. Bacteriol. 17:315-322. 
Subashkumar R, Vivekanandhan G, Suresh SSR, Natarajaseenivasan 

K, Thayumanavan T, Lakshmanaperumalsamy P (2007). Typing of 
Aeromonas hydrophila of fish and human diarrhoeal origin by outer 

membrane proteins and lipopolysaccharides. Indian J. Microbiol. 
47:46-50. 

Ugawa Y, Sugawa K, Kudo K, Sugawara H, Tateno Y, Seino Y (1989). 
Actinobase: An image database for identification of Actinomycetes. 
Trends in Actinomycetology (Japan), pp. 17-20. 

Vanajakumar S (1981). Studies on actinomycetes associated with 
mollusks from Porto Novo coastal zone. Ph.D. Thesis, Annamalai 
University. 

Volf JN, Altenbuchner J (1998). Genetic instability of the Streptomyces 

chromosome. Mol. Microbiol. 27:239-246. 
Yogita Rajput, Jayant Biswas, Vibhuti Rai (2012). Potentiality Test in 

Antimicrobial Activity and Antibiotic Sensitivity of Subterranean 
Streptomyces strains Isolated from Kotumsar Cave of India.  Intr. J. 

Biol. Chemis. 6(2):53-60. 

Yung-Hun Yang, Eunjung Song, Ji-Nu Kim, Bo Rahm Lee, En-Jung kim, 
Sung-Kee Park, Woo-Scong  Kim, Hyung Yeon Park, Jong-Min Jeon, 
Thangamani Rajesh, Yun-Gon Kim, Byung Kee Gim (2012). 

Characterization of new Scb R-like γ-butyrolactone binding regulator 
(SIbR) in Streptomyces coelicolor. Appl. Microbiol. Bioteechnol. 

96(1):113-121. 

http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Medema%20MH%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Trefzer%20A%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Kovalchuk%20A%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20van%20den%20Berg%20M%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20M%26%23x000fc%3Bller%20U%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Heijne%20W%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Wu%20L%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Alam%20MT%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Ronning%20CM%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Nierman%20WC%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Bovenberg%20RA%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Breitling%20R%5Bauth%5D
http://www.ncbi.nlm.nih.gov/sites/entrez?cmd=search&db=PubMed&term=%20Takano%20E%5Bauth%5D


 

 
Vol. 13(26), pp. 2661-2667, 25 June, 2014  

DOI: 10.5897/AJB2014.13860 

Article Number: 9A8C6A645611  

ISSN 1684-5315  

Copyright © 2014 

Author(s) retain the copyright of this article 

http://www.academicjournals.org/AJB 

African Journal of Biotechnology 

 
 
 
 

Full Length Research Paper 
 

Effects of wall materials and lyophilization on the 
viability of Weissella confusa 

 

Liliana Serna-Cock*, Vladimir E. Vallejo-Castillo and Estefanía Garcia-Gonzalez 
 

Facultad de Ingeniería y Administración, Universidad Nacional de Colombia Sede Palmira, Cr 32 No. 12-00 Chapinero, 
Vía Candelaria, Palmira - Valle del Cauca - Colombia. 

 
Received 15 April, 2014; Accepted 16 June, 2014 

 

The effects of wall materials and encapsulation by lyophilization on the viability of Weissella confusa 
were evaluated. Aloe vera gel, sodium casein at 5 and 15% p/v, sodium alginate at 2% p/v, buffer 
phosphate, and a mixture (Aloe vera gel, sodium casein, and sodium alginate) as wall materials, were 
used. Bacteria without encapsulation (W. confusa) as control were used. Encapsulated bacteria were 
freeze dried for 48 h, in order to determine their viability in the freezing and sublimation-drying stages. 
Results indicate that bacteria without encapsulation, showed greater loss of viability in the sublimation-
drying stage. All the wall materials evaluated, may be used for encapsulation of bacteria, because, at the 
end of the freeze-drying process, the encapsulated bacteria showed higher viability percentages than 
non-encapsulated bacteria, with significant statistical difference (p<0.05). The protective effect of wall 
materials was higher in the sublimation-drying stage, compared to freezing stage. 
 
Key word: Aloe, Weissella, probiotic, encapsulation. 

 
 
INTRODUCTION 
 
Probiotic lactic acid bacteria (LAB) are useful for the dairy 
and nutraceutical industry, due to their applications to 
human and animal health (Reddy et al., 2009). Several 
studies have demonstrated the probiotic potential of 
Weissella confusa, its antimicrobial activity against 
pathogenic microorganisms, including Helicobacter pylori 
(Nam et al., 2002), Staphylococcus aureus, 
Streptococcus agalactiae, Escherichia coli, Klebsiella 
pneumonic (Serna-Cock et al., 2012), and its ability to 
adhere itself to the vaginal and intestinal epitheliums 
(Ayeni et al., 2011; Lee et al., 2012). In the food 
probiotics, processing is important; the concentration of 

probiotic bacteria (WHO / FAO, 2006), and the 
techniques are used to maintain their viability (Carvalho 
et al., 2004).  

Encapsulation techniques have been developed and 
successfully used in the preservation and protection of 
probiotic LAB. In encapsulation, the material used to trap 
the substance or microorganism to be encapsulated is 
called encapsulation material, cover membrane, shell, 
vehicle, wall material, or external phase matrix (Serna-
Cock and Vallejo-Castillo, 2013). Encapsulation of LAB 
reduces damage caused by external factors such as 
storage conditions (time, temperature, moisture, oxygen) 
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(Burgain et al., 2011), and also, the encapsulation of LAB, 
decreases the degradation of bacteria in the human 
gastrointestinal tract, where the pH is less than 2.00 
(Kailasapathy, 2006). Lyophilization (freeze drying), is an 
encapsulation technique consisting in the elimination of 
water of a product, by means of sublimation of free water 
in the solid stage, (previous freezing of the product), 
followed by vacuum pressure application (Abdelwahed et 
al., 2006).  

Sublimation occurs when vapor pressure and ice 
surface temperature are below water triple point (Song et 
al., 2005). Lyophilization is one of the best methods to 
conserve the properties of biological products (Shui et al., 
2006). Lyiophilization-encapsulated probiotics are more 
stable along storing, especially at low temperatures and 
inert atmospheres (nitrogen or vacuum) (Manojlović et 
al., 2010). 

Khoramnia et al. (2011) used skimmed milk, sucrose, 
and lactose as wall materials in the lyophilization-enca-
psulation of Lactobacillus reuteri; these authors report 
viabilities of 96.4 and 73.8%, for 6-month storage at 4 
and 30°C, respectively. Carvalho et al. (2003) evaluated 
the effect of sorbitol and monosodic glutamate in a 
skimmed milk solution at 11% on the viability of stored 
Lactobacillus bulgaricus, Lactobacillus plantarum, 
Lactobacillus rhamnosus, Enterococcus durans, and 
Enterococcus faecalis, using encapsulation by 
lyophilization.  

The findings show that sorbitol and monosodic 
glutamate maintain the viability of the strains along 
prolonged storage, with no significant differences between 
the viability of encapsulated and free cells. Chan et al. 
(2011), obtained cell viabilities of 5%, using liofilization 
and sodium alginate (2%) and sodium caseinate (10%) 
as wall materials, for stabilizing the viability of 
encapsulated cells. Lactobacillus paracasei ssp. 
paracasei F19 (Lactobacillus F19) and Bifidobacterium 
lactis Bb12 in sodium caseinate (15% w/w) were 
microencapsulated, and retained the cell viability in 16 
and 43%, respectively (Heidebach et al. (2010). Sodium 
caseinate offer suitable physical and functional properties 
for microencapsulation, due to its amphiphilic character 
and emulsifying characteristics (Hogan et al., 2001). 
Studies show improving viability when different types of 
wall materials as polysaccharides and proteins were 
included. Hence, cell viability during the lyophization 
encapsulation process is affected by the type of strains, 
the parameters of the lyophilization process, the 
physiological cell state, and the use of cryoprotectors 
(Abadias et al., 2001). Thus, is necessary to carry out 
specific encapsulation studies for each type of strain. 

The main causes leading to cell viability loss during 
lyophilization are, ice formation and high osmolarity, 
(resulting from high internal solutes concentration) which 
causes cell membrane damage, macromolecular 
denaturelization, and water loss (Huang et al., 2006). The  

 
 
 
 
choice of a cryoprotector is important to maintaining the 
viability of LAB during the dehydration and storage 
stages (Carvalho et al., 2004). The most commonly used 
cryoprotectors include skimmed milk, glycerol, manitol, 
sorbitol,   trealhose,   sucrose,  maltose,   fructose,   and  
proteins (Abadias et al., 2001; Carvalho et al., 2004; 
Gbassi et al., 2009; Huang et al., 2006). However, the 
most important selection criterion of an encapsulation 
material is its functionality in respect to the probiotic 
(Nedovic et al., 2011). At present, there is a high interest 
in Aloe vera for the food industry, thus being used as 
functional nutrient in drinks and ice cream (Martínez-
Romero et al., 2006). In spite of its functionality, Aloe vera 
has not been used as wall material in encapsulation. 

A mixture between carbohydrates and proteins can 
improve the effectiveness of encapsulated probiotics. 
Therefore, the aim of this present study was to evaluate 
the effects of wall materials and the lyophilization on the 
viability of W. confusa. The wall materials were Aloe vera 
gel, sodium casein at 5 and 15% p/v, sodium alginate at 
2% p/v, buffer phosphate pH 7.5, and a mixture of pure 
Aloe vera, casein at 10% and alginate at 2% p/v. During 
the lyophilization process, the freezing and sublimation-
drying stages were evaluated. 
 

 
MATERIALS AND METHODS 

 
Microorganism culture conditions 
 
A cryoconserved strain, biochemically identified as Weissella 

confuse, isolated by Serna et al. (2010) was used. W. confusa 
strain, was replicated for three generations using MRS commercial 

substrate (De Man et al., 1960; Scharlau, Spain) (24 h at 37 ± 
0.2ºC). For its growing, batch fermentation was used, following the 
methodology of Serna et al. (2010). After fermentation, W. confuse 
was separated from its metabolites, using centrifugation for 30 min 
at 5000 rpm (Eppendor Centrifuge 5804R, Germany). The bacteria 
were washed using 1 mL of NaCl at 0.9% and then centrifuged for 5 
min at 5000 rpm. Finally, the supernatant was discarded (Picot and 
Lacroix, 2004). 
 
 

Wall materials (encapsulation materials) 
 

Sodium casein of 92.7% (alanate 180, Fonterra, New Zealandd), 
Sodium alginate (Sigma-Aldrich Co. USA), buffer phosphate, and 
Aloe vera (Aloe barbadensis Miller), were used as wall materials. In 
addition, a mixture of these materials was used. The phosphate 
buffer was selected, because this compound is used for the release 
of encapsulated cells. Aloe vera was obtained from an experimental 
plantation at Universidad Nacional de Colombia-Palmira, located 
1,100 m above sea level. 

Sodium casein was used in aqueous solutions at 5% p/v (C5) 
and 15% p/v (C15). The solutions were shaken for 12 h (Heidebach 
et al., 2010). Sodium alginate was used at 2% p/v (AG) 
(Kailasapathy, 2006). The buffer phosphate (BP) solution was used 
at pH 7.5. In order to produce Aloe vera gel, acibar (a yellow color 
liquid) was extracted by cutting the base of the leaf and leaving it 

drain for 1 h (Miranda et al., 2010). Then, the crystals from leaf 
epidermis were isolated and processed in a juice extractor (Black & 
Decker JE2200B, USA), under aseptic conditions. The  frozen  Aloe  
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Table 1. Viability percentage of Weissella confusa in different wall materials, during freezing and sublimation-drying.  
 

Time (h) AG A BP C5 C15 FC MZ 

0 100.00 ± 0.00
a
 

12 41.93 ± 2.03
Ab

 97.57 ± 1.98
Da

 92.71 ± 2.38
Da

 90.33 ± 1.03C
Dab

 90.14 ± 4.47
CDa

 79.84 ± 0.12
Bb

 83.11 ± 1.39
BCb

 

24 41.52 ± 2.46
Ab

 96.58 ± 1.93
Da

 91.00 ± 4.20
CDa

 82.79 ± 6.47
BCb

 88.65 ± 2.90
CDa

 71.77 ± 0.16
Bc

 81.85 ± 0.81
BCb

 

36 41.18 ± 1.24
Ab

 88.10 ± 0.58
Bb

 47.20 ± 4.57
Ab

 80.67 ± 2.77
Bb

 85.91 ± 6.39
Ba

 45.16 ± 0.31
Ad

 79.74 ± 0.84
Bb

 

48 40.87 ± 1.23
CDb

 81.70 ± 0.50
Fc

 46.77 ± 4.57
Db

 36.51 ± 1.29
BCc

 31.37 ± 0.43
Bb

 0.02 ± 0.00
Ae

 69.19 ± 0.96
Ec

 
 

Mean ± SD. FC = bacteria without encapsulation, C5 sodium casein at 5% p/v, C15 = casein at 15% p/v, AG = sodium alginate, A = Aloe vera, BP = 

buffer phosphate, MZ = mixture of Aloe vera, sodium casein at 10% and sodium alginate at 2% p/v. 
 
 
 

vera gel (A) was stored at 5°C for 12 h and used undiluted. 
Additionally, a mixture (MZ) of Aloe vera, sodium casein at 10%, 
and sodium alginate at 2% p/v. was used (this mixture was 
evaluated in previous experiments). 
 
 

Encapsulation process by freeze-drying  
 

Bacteria  without  encapsulation  (FC) in  concentration  of 10,344 ± 
0,038 Log10UFC g

-1
 were separately mixed with the corresponding 

wall materials, using a 1:4 ratio between the bacteria and the wall 
material (Brinques and Ayub, 2011). Encapsulated and non-
encapsulated bacteria were freeze-dried (frozen at - 20°C, vacuum 
pressure 0.120 mbar and condensing temperature -50°C) using 
(Labconco, England). During the freezing process, cell count was 

made at 0, 12 and 24 h, and during the sublimation-drying process, 
cell count was made at 24, 26 and 48 h. The cell count made at 24 
h in freezing process, corresponded to initial conditions of the 
sublimation-drying stage. FC treatment corresponded to treatment 
control. FC was freezing-dried to the same conditions described 
above (Doherty et al., 2010; Kailasapathy, 2006) (Doherty et al., 
2010; Kailasapathy, 2006). 
 
 

Quantification of living bacteria 
 

For liberation of bacteria, the encapsulated bacteria were dissolved 
(1:10, v/v) in buffer phosphate (pH 7.5), and were centrifuged for 2 
min at 5000 rpm (Eppendorf Centrifuge-5804R, Germany). 
Quantification of cell viability was done using spread-plate (agar 

MRS, 48 h, and 37 ± 0, 2C). Afterward, plates containing 30-300 
colonies were enumerated, expressing the counting in UFCg

-1
 

(Doherty et al., 2010, 2011). 
 
 

Viability of the probiotic strain  
 

Viability was assessed after freezing and sublimation-drying, in 
accordance with Doherty et al. (2010), using equation 1: 
 
% Viability = (100 x N/No)                                (1) 

 
Where N, is the number of viable cells after freezing in UFC g

-1 
and 

No, number of viable cells before freezing in en UFC g
-1

. 
 

During the sublimation-drying process, the percentage of viable 
cells was calculated using Equation 2:  
 

% Viability = (100 x Nt*/No*)                                              (2) 
 

Where, Nt* is the number of viable encapsulated cells in UFC g
-1

, 

each time, along sublimation-drying and No* is the number of viable 
encapsulated cells before freezing in UFCg

-1 
(Semyonov et al., 

2010). 

Statistical analysis 

 
A univariate design with 7 levels, FC, C5, C15, AG, A, BP and MZ 
was used. The response variable was the percentage of viability. 
Response variable was evaluated during the freezing and drying- 
sublimation processes, at the time t0 = 0 h, t1= 12 h, t2 = 24 h, t3 = 
36 h and t4 =48 h. Results were presented as mean ± standard 
deviation (SD) of three replicates. The results were analyzed using 
SPSS 15.0 for Windows (SPSS Inc, Chicago IL, USA). The 
comparison between averages was made using Tukey, with a 
probability of p< 0.05. 
 
 
RESULTS AND DISCUSSION 
 
Table 1 shows the means of percentages of viability of 
W.confusa in different wall materials, during freezing and 
sublimation-drying times.  

Different letters in the superscripts in the same column 
or row indicate significant differences, according to 
Tukey's comparison (p <0.05). Capital letters indicate 
significant differences (p <0.05) between different 
treatments (row). Lowercase letters indicate significant 
differences (p <0.05) for the same treatment during the 
time evaluated (column). 

Percent viability of FC, presented statistically significant 
decrease during the freezing and sublimation-drying 
(Table 1). At the end of the freezing process (24 h), the 
viability of FC decreased to 28.23%, however its viability 
percentage was statistically equal to treatments C5 and 
MZ (Table 1). This indicates that C5 and MZ have no 
effect cell cryoprotectant in the freezing step. At the end 
of the process of sublimation-drying (48 h), FC had the 
lowest percentage of viability compared to all treatments, 
with statistical significance of p<0.05 (Table 1). 

Figure 1 shows that after 36 h of process, the cell 
concentration, measured as Log10CFUg

-1
, decreased 

significantly reaching 6,722 ± 0.033 Log10CFUg
-1

 after 48 
h (In Figure 1, axis Y was divided for including 
information of FC treatment). For all treatments, the 
behavior of the cell concentration during the sublimation 
drying process was similar to the behavior of % viability, 
since this percentage was calculated from the cell 
concentration. 

This  may  be  caused  by  cell  stress  produced by the 
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Figure 1. Cell count of Weissella confusa for different encapsulation materials during the 

freezing-sublimation stage of lyophilization. FC = bacteria without encapsulation; C5, sodium 
casein at 5% p/v; C15 = casein at 15% p/v; AG = sodium alginate; A = Aloe vera; BP = buffer 
phosphate; MZ = mixture of Aloe vera, sodium casein at 10% and sodium alginate at 2 % p/v. 

 

 
 

formation of ice crystals during freezing and during the 
sublimation-drying stage in lyophilization (Otero et al., 
2007). When bacteria are lyophilized, some membrane 
regions may be negatively affected, mainly because of 
water crystals in the freezing stage, as well as changes in 
membrane   permeability   and   protein   denaturalization 
(De Giulio et al., 2005; Yang et al., 2012).  

At the end of sublimation-drying process (Table 1), the 
encapsulated bacteria with wall material A, showed the 
highest percentage of viability (81.70 ± 0.50%) (p <0.05), 
however, from 36 h of processing, there showed a 
significant decrease in the viability percentage (p <0.05), 
which shows that there is an adverse effect on the stage 
of sublimation-drying (Table 1). Referring to the cell 
concentration, at the end of the sublimation-drying 
process, 10.217±0.019 log10CFUg

-1
 was obtained, this 

being the highest value for all treatments. At the end of 
the freezing process, the encapsulated bacteria with the 
wall material A, showed no statistically significant 
differences with BP and C15 treatments (Table 1). 
Kanmani et al. (2011), used glucose and galactose at a 
35% concentration as protecting substances for the 
probiotic Enterococcus faecium MC13, obtaining 
viabilities of 85.6 and 84.7%, after encapsulation by 
lyophilization, respectively. Zayed and Roos (2004) also 
evaluated a mixture of sucrose and trehalose for 
lyophilization encapsulation of Lactobacillus salivarius, 

obtaining 80% viability of the strain. The viability percent-
tage obtained with Aloe vera gel as cryoprotector, is due 
to its high content of polysaccharides, such as mannose, 
glucose, and galactose (Chang et al., 2011). The use of 
sugar-based cryoprotectors (mono and disaccharides) 
produces high rates of viability (Chávez and Ledeboer, 
2007; Huang et al., 2006; Khoramnia et al., 2011; 
Semyonov et al., 2010). This is attributed to the 
protection that exerted the sugars on the functionality of 
cell proteins. The sugars create a glassy matrix during 
the lyophilization stage, which presents high viscosity and 
low mobility. Additionally, the increase in cell viability is 
attributed to the fixation of solutes to cell proteins, due to 
the fact that the solutes behave as a substitute for water, 
when the zones of protein hydration are altered as a 
result of drying (Carvalho et al., 2004). Aloe vera has high 
glass transition temperature (Tg=70°C in lyophilization) 
(Nindo et al., 2010), and this gives additional protection to 
the cells, compared to other polysaccharides such as 
sucrose. The drying temperature in this study was 25°C, 
when a biological product is stored below the glass 
transition temperature, the chemical reactions such as 
oxidation of free radicals is slowed and the cellular 
damage is limited (Fu and Chen, 2011). The main bio-
active compound of Aloe vera is acemannan, a water-
soluble carbohydrate, and consists of glucose and 

manose  monomers  linked  by  glucosíde  1,4) bonds 



 
 
 
 
 
(Femenia et al., 2003; Reynolds and Dweck, 1999). Aloe 
vera pulp contains 93% in dry base of polysaccharide, of 
which 62.9% is mannose, 13.1% is glucose and 1.5% is 
galactose (Ni et al., 2004). Carvalho et al. (2004), 
evaluated the influence of the addition of different sugars 
on the survival of L. bulgaricus, during freeze-drying, the 
study showed that the presence of mannose produced 
higher rate of survival of the bacteria, after freeze-drying. 
Abadias et al. (2001), evaluated during freeze-drying, the 
viability of Candida sake, when it was coated with 
different protective materials. They obtained viabilities of 
0.2% when concentration of glucose and fructose of 1% 
were used, and viabilities of 1% when galactose solution 
to 1% was used. The acemannan plays an important role 
in the healing of wounds, due to inhibiting bacterial 
growth and promoting macrophage activity (Djeraba and 
Quere, 2000), therefore, Aloe vera provides functional 
advantages, compared with other wall materials.  

The MZ treatment viability decreased, in the first 12 h 
of processing and at the end of the sublimation-drying 
process. The viability showed statistically different values, 
compared to the other treatments. These findings are in 
accordance with those reported by Nanasombat and 
Sriwong (2007), they used mixtures of skimmed milk, 
lactose, sucrose, and trehalosa in different combinations, 
for the lyophilization-encapsulation of Lactococcus lactis 
13IS3 and Lactobacillus sakei 13IS4, and they obtained 
viabilities of 61 and 75% for L. lactis and 64 and 74% for 
Lactobacillus sakei. The viability percentages of a mixture 
of materials were used and higher compared with not 
mixed materials.  

Collagen, trehalosa, L-cisteín and glycerol in the 
encapsulation by lyophilization of Bifidobacterium longum 
BIOMA 5920, were used. Viabilities of 83% using 
mixtures of wall materials were obtained, and viabilities of 
53.22% using no-mixture wall materials were obtained 
(Yang et al., 2012). Gbassi et al. (2009), used 
lyophilization, and sodium alginate (20 g/L) in 
combination with whey protein (10 g/L), to encapsulate L. 
plantarum 299v, L. plantarum 800 and L. plantarum CIP 
A159 strains. The researchers concluded that the 
combination of polysaccharides and proteins is a feasible 
alternative, since it improves cell viability. Furthermore, 
they assessed the viability of the strains in gastric and 
intestinal simulated juices; the results showed that 
encapsulated strains had higher viability in gastric juices 
than no-encapsulated cells. In intestinal juice only 
encapsulated bacteria maintained viability. 

In buffer treatment, viability did not differ significantly 
with AG treatment. The buffer is used to release the cells 
from the capsules, and subsequently obtaining a cell 
count (Doherty et al., 2010, 2011). AG treatment, 
presented at 12 h of processing, the largest decrease in 
the percentage of viability. Values were statistically 
different compared to the other treatments (Table 1). After 
12 h of the process, the  percentage  viability was statisti- 
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cally unchanged until the end of sublimation-drying 
process. This behavior was similar to that found in Chan 
et al. (2011); they indicated that the sodium alginate do 
not protects cells during lyophilization, due to physical 
properties of sodium alginate cause cellular stress. 

Between all encapsulation materials, C5 and C15 
treatments had the lowest percentage of viability at the 
end of sublimation-drying process (cell concentration of 
9.854 ± 0.003 and 9.823 ± 0.003 Log10CFUg

-1
, 

respectively) (Figure 1). In these two treatments after 36 
h, the greatest decrease in the percentage of viability was 
observed. C5 treatment did not differ significantly with 
treatments AG and C15 to 48 h of processing. These 
findings are similar to those reported by Heidebach et al. 
(2010); they used lyophilization with sodium casein at 
15% to encapsulate Bifidobacterium Bb12 and 
Lactobacillus F19, obtaining viabilities of 40 and 30%, 
respectively. 

The low viability percentages found in this study can be 
attributed to the ability of bacteria to survive in different 
ways under the same adverse or comfort conditions 
(Carvalho et al., 2004; Meng et al., 2008). Therefore, for 
each strain there should be an evaluation of different 
encapsulation materials in order to find the most 
convenient strain (Carvalho et al., 2003; Otero et al., 
2007). Further research is necessary to test new wall 
materials and determine other variables such as viscosity, 
molecular weight, gelification, composition, Tg, and other 
properties that can be useful in technical applications and 
materials optimization, in order to enhance viability. 
 
 
Conclusions 
 
Using wall materials, the life of the bacteria was protected 
in higher percentage in the sublimation-drying stage. 
Bacteria without-encapsulation showed higher viability 
decrease in the sublimation-drying stage (24-48 h). 

All wall materials evaluated in this study, have potential 
in the encapsulation of lactic acid bacteria, due to, cell 
counts at the end of the process, are found within the 
ranges accepted by several conuntries, for probiotics 
foods (at least 7 to 9 Log 10 probiotic cultures per serving 
of product). Thus, W. confusa encapsulated can be used 
in the formulation of probiotics. 

Aloe vera gel is a promising material for the 
encapsulation of active compounds because it improves 
the functionality of the material to be encapsulated. In this 
study, Aloe vera was the only one wall material that 
maintained the viability of W. confusa above 80%. 
Likewise, buffer phosphate was found to be a cheap 
material that could be used as a complement in the 
formulation of wall materials. 

Encapsulation of W. confusa expands the application 
horizons of this lactic acid bacteria to the food industry, 
including   foods  with  probiotic  effects, as  application in 
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milk fermented, desserts, ice cream, and powdered 
starter culture (for fermentation process). 
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A mangrove Penicillium producing red pigment was cultured in an optimized medium that was designed 
by the authors previously and used in this study. The purpose of this study was to identify the pigment 
and also to study the effect of bio elements on pigment production. Pigment from the medium was 
efficiently extracted using chloroform, ethyl acetate and n-butanol. Most of the red pigment was 
extracted into ethyl acetate and further purified by preparative thin layer chromatography. From 

1
H and 

13
C NMR data supported by electronic imaging mass spectrometry, structure of the compound was 

elucidated as 2-(4-acetyl phenyl) acetic acid. The yield of pigment produced was studied with respect to 
various salts and bio elements. Salts at high concentrations (sodium chloride, ammonium sulfate, and 
sodium nitrite) had a drastic effect on pigment yield because most of the pigment remained adhered to 
the mycelium instead of diffusing into the medium. Also, when bio elements were supplemented to the 
medium; calcium, iron, and zinc enhanced pigment yield whereas; potassium, magnesium, copper and 
manganese did not have significant impact on pigment production. Lead had a drastic negative effect 
on the pigment yield. Therefore, this study proves that salts and bio elements play a major role in the 
production of various metabolites from mangrove fungi. 
 
Key words: Penicillium, 2-(4-acetyl phenyl) acetic acid, bio elements, salts, soluble pigment. 

 
 
INTRODUCTION 
 
Fungi have been the source of many important anti-
bacterial agents including penicillin’s and cephalosporins, 
both of which have been used heavily for the past 50 to 
60 years. Overall, many metabolites are being produced 
by Aspergillus and Penicillium species which are salt 
tolerant, fast growing species and are easily obtained 
from many substrates (Bugni and Ireland, 2004; Isaka et 
al., 2000; Park et al., 1999; Udagawa et al., 2000). 

Marine fungi are well known sources for novel biologically 
active secondary metabolites (Bugni and Ireland, 2004) 
and have been found to produce different metabolites 
compared to terrestrial organisms (Spery et al., 1998). 
Pigments from natural sources are one group of 
industrially significant metabolites, because of the 
negative impacts artificial synthetic colorants have on 
human health. Natural pigments have widely been used
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in foodstuff, cosmetics, and pharmaceutical manufac-
turing processes (Francis, 1987; Kim et al., 1995). 
Microbial pigments can become highly significant when 
the production yield is high and the pigments are highly 
stable (Cho et al., 2002). 

The ocean environment is a rich source for novel 
metabolite producing microbes, but only during last two 
decades the studies on marine metabolites have 
increased. Some previous studies showed that the 
marine Penicillium produced pigments (PP-V and PP-R) 
and these are similar in structure to the pigments 
produced from Monascus (monascorubrine and 
monascuscorubramine) (Ogihara and Oishi, 2002); 
pigments from Monascus are being used in the food 
industry since long time. Mohan and Vijay-Raj (2009) 
also described pigment production and radical scaven-
ging activity from a Penicillium sp NIOM-2 isolated from 
marine sediment in India. Three other halophilic fungal 
strains Hortaea werneckii, Phaeotheca triangularis, 
and Trimmatostroma salinum isolated from the salterns in 
the eastern coast of the Adriatic Sea, produced melanin 
pigments at saturated concentrations of sodium chloride 
(Tina et al., 2006). Details of several other studies on 
marine fungi producing significant metabolites are seen 
but literature on industrial application of potential marine 
fungal pigments is very minimal and this drives our 
interest to study the pigment potential of a mangrove 
Penicillium. 

The purpose of this research was to isolate fungal 
pigments from mangrove sediments because mangroves 
exist under conditions of high salinity, extreme tides, high 
temperature, and various other stress conditions 
(Kathiresan and Bingham, 2001). Therefore microbes 
growing under these conditions will have the potential to 
produce different significant metabolites to cope with 
these stresses.  

Research on mangrove pigments is very less; it has 
been recorded that microorganisms from mangroves 
open up new areas for potential biotechnological 
exploitation (Gopal and Chauhan, 2006). During this 
study period, we isolated nearly 100 mangrove fungi from 
Godavari mangroves of India. Most of the fungi were 
pigment producers and a red pigment-producing 
Penicillium was selected to study the pigment, its 
optimization conditions and the effect of metals and salts 
on pigment yield. In this paper, pigment extraction 
method, pigment structure and the impact of different bio 
elements and salts on pigment yield were explained. The 
main objective of this study was to identify which bio 
elements have a positive effect on pigment production 
and also to study if salts effect pigment production even 
when the fungus was from a marine origin. 
 
 

MATERIALS AND METHODS 
 

Microorganism and inoculum preparation 
 

The mangrove fungus DLR-7 isolated from Godavari Delta, Andhra 
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Pradesh, India was identified as Penicillium sp. according to 
Alexopolus and Mims (1979). Stock cultures of (Karuna et al., 2009) 
this Penicillium were maintained on potato dextrose agar slants 
prepared with 50% aged seawater; the cultures were revived every 

month and stored at 4C until used in the experiment. Inoculum for 

these studies was prepared by growing the fungus initially at 25C 
on potato dextrose agar (PDA) plates for seven days. Plates having 
uniform growth and sporulation were selected and a 0.7 cm

2
 plug 

from the outer zone of the colony was punched with a sterile cutter. 
The plugs were transferred to 100 ml of culture medium in 250 ml 

flasks and incubated under static conditions at 25C until maximum 
pigment was produced (Gunasekaran and Poorniamaal, 2008). 
 
 

Culture conditions 
 
An optimized basal culture medium was designed for red pigment 
production using potato extract prepared in the laboratory. Two 
hundred grams of potatoes were cleaned, sliced and cooked for 30 
min with 500 ml of distilled water; the cooked potato slices were 
mashed and the liquid was filtered through a muslin cloth (Aneja, 
2003). Then, 500 ml of seawater was added to the medium and 
autoclaved. Optimization of culture medium was carried out using 
various carbon and nitrogen sources and altering different physical 
parameters (Lathadevi et al., 2014). Results from the optimization 
experiments concluded that xylose (2% w/v) and glycine (1% w/v) 
when supplemented to potato extract and pH adjusted to 3.0, 
produced a high yield of pigment. Therefore, this medium was 
further used to extract and identify the pigment. The medium was 
also supplemented with different salts and bio elements to study if 
they have any effect on the concentration of the pigment produced. 
 
 

Extraction of pigment 
 

Extraction of pigment from the liquid culture media was carried out 
by different solvents viz. non polar to polar (Padmavathi and 
Prabhudessai, 2013).  Chloroform, ethyl acetate, and n-butanol 
were used for the extraction process; all the solvents used were 
obtained from Qualigens Fine Chemicals Pvt. Ltd., (Mumbai, India). 
Five liters of culture medium were prepared and about 500 mL were 
dispersed in ten 1 L conical flasks. The media were autoclaved and 
about 0.7 cm

2
 plugs from the outer zone of the Penicillium culture 

plates were transferred to the media. The inoculated flasks were 

incubated under static conditions at 25C (Gunasekaran and 
Poorniamaal, 2008) for 12 days and the cultures were then 
harvested. The culture medium was then passed through filter 
paper (No. 1; Whatman, India Liasion Office, Mumbai, India). A 
three stage multi-contact/counter current extraction method was 
used to extract the pigment. Three 500 ml separating flasks were 
used, 200 ml of the filtered broth was added to the flasks, and 100 
ml of distilled solvent was added to the first flask, shaken well and 
allowed to stand until the aqueous and organic layers separated. 
Organic layer was transferred to the second flask treated as in the 
previous step and repeated with the third flask as shown in Figure 
1.  

Finally, solvent with the pigment was transferred to a clean 
conical flask and extraction was repeated until no more pigment 
diffused into the solvent. The entire culture broth was extracted in 
the same way with chloroform, ethyl acetate, and n-butanol. Finally, 
the solvents were stripped off with the help of a rotary vacuum 
evaporator and the amount of pigment was weighed and purified by 
chromatography. Absorbance of the extracts was measured using a 
UV-visible spectrophotometer (Model 117, Systronics, India). 
 

   
Chromatographic analysis 
 

Thin layer chromatography (TLC, Sigma-Aldrich, Hyderabad, India),
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Figure 1. Extraction of pigment from the culture medium: This figure explains the process 
how pigment is being extracted from the culture medium. 

 
 
 

was performed to study the number of pigment components present 
in each crude pigment fraction obtained from solvent extraction. 
The ethyl acetate fraction had more pigment but fewer pigment 
components, which were further purified by preparative TLC using 
chloroform: methanol (1:1). The pigment was later identified by 
nuclear magnetic resonance spectroscopy (NMR, Jeol 400 MHZ, 
USA). 
 
 
Effect of salts on pigment production 
 
The culture medium was prepared as described in the earlier 
section and about 50 ml of the medium was dispersed into 100 ml 
conical flasks. These flasks were then treated with different 

concentrations of sodium chloride (0.5, 1.0, 1.5, 2.0, 4.0, 6.0, 8.0 
and 10% w/v), sodium nitrite, and ammonium sulfate separately 
and adjusted to pH 3.0. The media were then autoclaved and 
inoculated with the Penicillium cultures as described earlier. This 
study was performed to determine if salts in the culture medium 
affect the concentration of pigment produced. All the experiments 
with salts were performed in triplicates and compared to a control 
(media not treated with salts). 
 
 
Effect of bio elements on pigment production 
 
This experiment was designed to study the effect of bio elements 
on pigment production. The culture medium was supplemented with
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Table 1. Characteristics of the pigment fractions after solvent extraction. 
 

Fraction Color λmax (nm) Weight (mg/L) 

CF Light Yellow 450 470 510 70 

EaF Deep Red 450 470 510 600 

BF Red 510 250 
 

CF, Chloroform fraction; EaF, Ethyl acetate fraction; BF, Butanol fraction. 
 
 
 

 
 

Figure 2. 
1
HNMR spectrum of the compound [2-(4-acetyl phenyl) acetic acid] in CDCl3. 

 
 
 

different concentrations of calcium sulfate (CaSO4·2H2O), copper 
sulfate (CuSO4·5H2O), ferrous sulfate (FeSO4·7H2O), potassium 
chloride (KCl), lead nitrate (PbNO3), magnesium sulfate 
(MgSO4·7H2O), manganese sulfate (MnSO4·H2O), and zinc sulfate 
(ZnSO4). These trace metal concentrations were used at 
concentrations typically found in sea water. Stock solutions ranging 
from 10

5
 to 10

6
 ppb were prepared for calcium, magnesium and 

potassium. From the stock, different working concentrations (10
5
 

ppb to 15 × 10
5
 ppb) were prepared and added to the culture 

media. For metals such as iron, copper, manganese, lead and zinc, 
a pre-stock solution was prepared and the required volumes were 
taken to obtain the respective concentrations of 0.05 ppb to 1 ppb. 
50 ml of media was prepared with pH 3.0, sterilized and inoculated 

with the test organism as described above and incubated at 25C 
for 12 days. All experiment treatments were performed in triplicates 
and compared to control media (media without trace elements). 
 
 

Statistical analysis 
 

Data analysis for treatments with salts and trace elements was 
performed to study their effect on pigment production. Multiple 
comparative analyses were performed using R version 2.15.3 for 
Statistical Computing (http://www.r-project.org/). Linear regression 
function “lm ()” in R was used to determine significant differences 
between the treatments using {lm (formula = y ~ x)}.  Treatments 
statistically significant (p < 0.05) are considered to be positively 
affecting pigment production. Regression coefficients and p values 
of significant treatment comparisons were depicted in the table. 

RESULTS AND DISCUSSION 

 
The absorption maxima (λmax) and weight of the pigment 
fractions derived by solvent extraction are presented in 
Table 1. The chloroform fraction was colorless whereas, 
the ethyl acetate and n-butanol fractions were deep red. 
Chloroform and ethyl acetate extracts had fewer 
components and were fairly pure, but the butanol fraction 
had a large number of compounds. As the primary 
interest of this research was to investigate the red 
pigment, the ethyl acetate fraction was selected and 
further purified to elucidate the structure of the red 
pigment. Preparative TLC of the ethyl acetate fraction 
yielded a crystalline compound with a melting point of 
156°C. It had a strong blue fluorescence on the TLC plate 
under UV; however, it appeared as a green arrow headed 
spot after spraying with 5% sulfuric acid in methanol. 
From 

1
H, 

13
C nuclear magnetic resonance (NMR) data 

supported by electronic impact mass spectroscopy 
(EIMS) , the structure of the compound was elucidated as 
[2-(4-acetyl phenyl) acetic acid] as presented in Figure 2. 
However, during the chromatographic separation, the 
compound turned out to be colorless.  

The 
1
H NMR spectrum of the compound gave signals

 

 

 

 

 

 

 

 

 

Fig. 2  
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Figure 3. Structure of Ganbajunin-B: This is the 
assumed structure of the parent molecule from 
which the pigment component is derived. 

 
 
 
at δ 7.82 (2H, d, J=7.5Hz), 6.92 (2H, d, J = 7.5Hz), 3.45 
(2H, s), and 2.2 (3H, s) as shown in Figure 2. High 
resolution proton magnetic resonance (PMR) showed a 
pair of doubles in the aromatic region. From the foregoing 
spectral data, structure of the compound was established 
as 2-(4-acetylphenyl) acetic acid. 

13
C NMR supported the 

structure assigned: δ 22.4, 41.6, 128.7(2C), 129.7 (2C), 
135.5, 135.9, 178.4 and 196.2.  Further, the structure 
was confirmed by EIMS, which displayed molecular ion at 
m/z 178. From the literature the parent molecule of this 
compound was emphasized to be Ganbajunin B that has 
a red color (Figure 3). 
 
 

Effect of salts on pigment production 
 

When the fungal cultures were exposed to different salts 
(as we listed them in the method section) under 
optimized culture conditions, the soluble red pigment that 
was supposed to diffuse into the medium, was essentially 
absent, especially when sodium nitrite and ammonium 
sulfate were present in the medium. These electrolytes 
might have altered the pH and prevented diffusion of the 
pigment, since in the control without salts, the pigment 
was soluble. In media containing sodium chloride at 
various concentrations, there was a soluble red pigment 
but the concentration of pigment was less than that of the 
control. When the concentration of sodium chloride 
increased to more than 2% w/v, the concentration of 
pigment produced was less. Pigment was produced at a 
significant concentration in medium containing sodium 
chloride at 1.5% w/v as shown in Table 2. Secondary 
metabolite composition and production varies with salt 
concentration. Halo tolerant  marine  fungal  species have  

 
 
 
 
evolved unique metabolic mechanisms in response to 
salt concentrations.  In the marine environment, these 
fungi must have osmoregulatory mechanisms since the 
biosynthesis of solutes for osmoregulation is energetically 
costly. Fungi may exhibit decreased secondary 
metabolite production/slower rates of metabolite 
production in the presence of high salt concentrations. 
These findings suggest that marine-derived fungal 
metabolite production is modulated by the salt concen-
tration of sea water (Bugni et al., 2003). When the 
sodium chloride concentration increased from 8 to 10% 
w/v, pigment solubility decreased where most of the 
pigment was present in the mycelia. High salt conditions 
also affected the fungal spores because brown spores 
were observed instead of red. 
 
 
Effect of trace elements on pigment production 
 
Several studies reported that trace elements are 
important factors affecting pigment production in several 
microorganisms (Kim et al., 1998; An et al., 2001). 
Calcium at 10

5
 ppb increased the pigment yield when 

compared to the control. But increased calcium 
concentrations, such as 6x10

5 
ppb, inhibited sporulation 

and decreased pigment production. Potassium at 2×10
5
 

ppb produced less pigment than the control. This may be 
because potassium plays an important role in ionic 
balance (osmoregulation), enzyme activity and cell 
physiology (Kavanagh, 2011). Therefore potassium may 
be used for fungal growth but does not enhance pigment 
production. The treatments with magnesium, copper, and 
manganese also had less pigment than the control 
groups. Zinc and iron stimulated pigment production 
when compared to the control. Lead at concentrations of 
50 ppb inhibited pigment production and at lower 
concentrations did not have a positive effect on the 
pigment yield when compared to the control. Studies by 
Cuero and Ouellet (2005) demonstrated that metal ions 
such as zinc, copper, and iron have a stimulatory effect 
on fungal growth and gene expression. 

Iron is thought to be necessary for both primary and 
secondary metabolism. In particular, iron is a constituent 
of the active centres of the cytochrome P-450 of various 
mono oxygenases involved in the biosynthesis of clavine 
alkaloids (Boonyapranai et al., 2008). Metal ions such as 
zinc, iron,and copper have a regulatory effect at the 
cellular and molecular levels, on fungal growth and 
metabolite synthesis. However, the effect depends on the 
type and concentration of the metal ions, as well as on 
the presence of ligands in the substrate and/or host 
(Weinberg, 1977; Hughes and Poole, 1989; Cuero, 
2001). Studies by Cuero and Ouellet (2004), 
demonstrated a stimulatory effect of the metal ions zinc, 
copper, and iron on gene expression, growth and 
metabolite production by phyto pathogenic fungi. 

In this study trace elements such as calcium, zinc, iron,
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Table 2. Comparative regression analysis of the treatments and control on pigment production. 
 

Substrate Comparison Estimate of difference Standard Error t value P-Value 

Sodium chloride (%) 
1.5*2.0 3.03 0.10 -29.99 1.72x10

-15
 

1.5*Control -10.33 0.10 102.24 < 2x10
-16

 

      

Calcium (ppb) 
10

5
*5x10

4
 12.22 0.11 -103.27 < 2x10

-16
 

10
5
*Control 4.87 0.11 -41.15 2.74x10

-14
 

      

Potassium (ppb) 
2x10

5
*10

5
 4.03 0.11 -33.96 2.7x10

-13
 

2 x10
5
*Control -8.51 0.11 71.72 < 2x10

-16
 

      

Magnesium (ppb) 
15x10

5
*10

6
 4.12 0.10 -37.55 1.87x10

-15
 

15x10
5
*Control -16.82 0.10 153.30 < 2x10

-16
 

      

Iron (ppb) 
0.5*1 13.7 0.12 -108.45 < 2x10

-16
 

0.5*Control 0.61 0.12 -4.82 0.0004 

      

Copper (ppb) 
0.5*1 0.36 0.11 -3.02 0.0106 

0.5*Control -19.24 0.11 161.39 < 22x10
-16

 

      

Manganese (ppb) 
0.1*2 7.7 0.11 -64.95 < 2x10

-16
 

1*Control -13.24 0.11 111.68 < 2x10
-16

 

      

Lead (ppb) 
0.01*0.05 -10.59 0.14 -73.46 1.31x10

-12
 

0.01*Control -8.29 0.14 57.50 9.29 x10
-12

 

      

Zinc (ppb) 
100*50 0.09 0.13 -0.65 0.524 

100*Control 4.27 0.13 -31.14 7.56 x10
-13

 
 

*: indicates comparison; +: P > 0.05 is not significant for the treatment comparisons. Estimate of difference is the difference of sample means 
and control means. 
 
 
 

 
 

Figure 4. Effect of bio elements on pigment yield: This graph explains how 
different bio elements affect pigment yield. 

 
 
 

and manganese positively influenced pigment yield when 
compared to the control (without trace elements). Similar 

findings were observed by Boonyapranai et al. (2008) 
(Figure 4) on a soil fungus, Fusarium verticilloides. Of all  
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the trace elements studied, calcium produced maximum 
pigment (1,490 mg/L) while the control yielded 1,065 
mg/L of pigment. Bio elements such as zinc and calcium 
effect fungal growth and gene expression (Cho et al., 
2002). 

Limited literature is available on pigments from 
mangrove fungi. This is the first study providing the 
investigations on the effect of trace elements on 
mangrove fungal pigments. Observations recorded will 
significantly contribute for further work in this area. 
Pigments from terrestrial fungi like Monascus are being 
industrially used in the food industry, but there are no 
studies on the industrial use of pigments from mangrove 
fungi. The pigment component 2-(4-acetylphenyl) acetic 
acid isolated during this study is similar to Ganbajunin B, 
which is a brownish red pigment isolated from a 
mushroom Thelephora vialis. This compound has strong 
antioxidant properties and this mushroom is a favorite 
food in China due to its strong flavor and taste.  

The pigment component isolated from mangrove 
fungus in this study has significant characters such as the 
compound isolated from the mushroom (T. vialis) and 
further detailed studies such as toxicity tests are required. 
These studies will be helpful to explore the industrial uses 
of mangrove fungal pigments. 
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Mycotoxin contamination is a common problem in developing countries, particularly in cereals, and this 
poses a serious health risk to its consumers. Busaa is a Kenyan traditional brew whose cereal 
ingredients are prone to mycotoxin contamination. This study aimed at detecting the presence and 
subsequently quantifying aflatoxin, fumonisin and deoxynivalenol (DON), in busaa in Bomet county, 
Kenya. Busaa samples were collected from homesteads involved in brewing in the north eastern part of 
Bomet East constituency. Mycotoxins were detected in the samples using the Envirologix QuickTox kits 
and quantified using the QuickScan machine according to the manufacturer's instructions. Among the 
61 samples tested, 93, 9.8 and 23% were contaminated with aflatoxin, fumonisin and DON, respectively, 
(mean: 5.2±0.2 µg/kg, range: 2.8 to 11 µg/kg; mean 1460±188 µg/kg, range 280 to 4000 µg/kg, mean 
259±5.2 µg/kg, range 200 to 360 µg/kg, respectively). Although traditional brews are not directly included 
in the European law on mycotoxins, it is important to consider their mycotoxin levels. In this study, 
busaa is a mainly a maize product and also the European Union (EU) guidelines on mycotoxins in maize 
were used as reference. It was found out that 65.6% of busaa had aflatoxin levels above the limit set in 
the EU guideline (4 µg/kg). Although, the average levels of fumonisin and DON were within the set limits 
(fumonisins: 4000 µg/kg; DON: 1750 µg/kg), studies have shown that chronic exposure to multiple 
mycotoxins has detrimental health effects. Therefore, there is need for mycotoxicological quality control 
of traditionally produced brews for public mycotoxicological safety. 
 
Key words: Mycotoxin, traditional brew. 

 
 
INTRODUCTION 
 
Busaa (maize beer) is a Kenyan traditional brew that has 
a socio-cultural significance and is mostly consumed 
during events such as male circumcisions, weddings and 
funerals. It is also commonly consumed by members of 
low income earning groups as a leisure activity especially 

when there is a bumper harvest (Daško et al., 2005). The 
main ingredients of busaa are raw maize flour and semi-
ground finger millet malt. Natural fermentation of the raw 
maize flour followed by subsequent addition of the semi-
ground finger millet malt and farther fermentation results 
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in busaa as the final product. The production and 
consumption of cereals such as maize, sorghum and 
millet in Africa is highly constrained by rot fungi including 
Aspergillus, Fusarium and Penicillium (Milićević et al., 
2010; Shephard, 2008; Kedera et al., 1998). These fungi 
lower the quality of the produce through discoloration and 
reduction of nutritional value besides production of 
mycotoxins such as fumonisins, aflatoxins, ochratoxins, 
deoxynivalenol and zearalenone (Jacobsen, 2008). In 
animals, aflatoxins have been shown to be carcinogenic, 
mutagenic, terratogenic and immunosuppressive cause 
(Ajeyuyo et al., 2011) while fumonisins are generally 
considered to be the cause of equine leukoence-
phalomalacia in horses, mules, and donkeys and are 
strongly associated, based on epidemiology with 
esophageal cancer and neural tube defects in humans 
(Jacobsen, 2008; Wakhisi et al., 2005; Paul et al., 2001). 
On the other hand, the presence of DON in feeds is 
manifested by rejection of feeds, vomiting, diarrhea and 
eventual weight loss in livestock (Kuiper-Goodman, 
2002). It is expected that cereals contaminated with fungi 
and mycotoxins are discarded but this is not always the 
case. Studies have shown that these cereals are 
sometimes consumed by humans, fed to animals or 
diverted to alcohol production, resulting in transfer of 
mycotoxins along the food chain and hence the 
occurrence of mycotoxicoses (Jacobsen, 2008; Moturi, 
2008; Bennett and Klich, 2003; Sudakin, 2003, Binder et 
al., 2007).  

Typically, there are five major stages in the manu-
facturing of beers from grains: malting, mashing, 
fermentation, maturation and finishing (Wood, 1998). The 
potential for mycotoxins or their residues to occur in 
busaa depends upon the initial cereal and the malt (Nkwe 
et al., 2005; Mbugua and Gathumbi, 2004; Mbugua and 
Mwaura, 1996), and the fate of the mycotoxin during 
malting, brewing and fermentation (Jacobsen, 2008; 
Wood, 1998). Previous studies have reported high 
incidences and levels of mycotoxins in lager beers and 
traditional opaque beers (Nkwe et al., 2005; Mbugua and 
Gathumbi, 2004; Kenji et al., 2000). This paper reports 
the incidences and levels of aflatoxin, fumonisin and 
deoxynivalenol in the Kenyan traditional brew, busaa.  
 
 
MATERIALS AND METHODS 
 
Study site  

 
The study was carried out in the north-eastern part of Bomet East 
Constituency in Bomet county, Kenya. Agriculture is highly relied 
upon as the main source of income in the region but some families 
depend on brewing as an additional source of income.  
 
 
Sampling design 

 
Busaa samples were collected from consenting brewers in the 
north-eastern part of Bomet county. Upon obtaining an informed 
consent  from  brewers,  approximately  100 ml  of  busaa   samples 

 
 
 
 
were bought and aliquoted into two 50 ml sterile falcon tubes and 
transported to the Kenya Medical Research Institute at 2 to 8°C for 
mycotoxin analysis. A total of 61 samples of busaa were collected 
and investigated. The busaa samples were stored at -40°C prior to 
analysis.  
 
 
Extraction and quantification of mycotoxins 
 
The samples were first allowed to thaw to room temperature (16 to 
26°C) prior to analysis. Aflatoxin, fumonisin and deoxynivalenol 
were detected and quantified using the Envirologix QuickTox Kit for 
QuickScan according to the manufacturer’s instructions. The 

EnviroLogix QuickTox kits for QuickScan fumonisin and 
deoxynivalenol can detect the respective residues ranging from 
0.20 to 6.0 ppm, while the EnviroLogix QuickTox kits for QuickScan  
aflatoxin can detect aflatoxin residues ranging from 2.5 to 30 ppb. 
Each sample was first vortexed for 15 s prior to mycotoxin 
extraction. To extract aflatoxin, 5 ml of busaa was measured into a 
disposable sample cup. 10 ml of ethanol was added and placed on 
a shaker for 2 min to extract aflatoxin. The mixture was then 
allowed to separate into two layers. 100 µl of the top yellowish layer 

was diluted by addition of 100 μl of DB2 buffer in reaction vials. The 
buffer and the sample extracts were mixed thoroughly by drawing 
up and down in the pipette tip until the mixtures were uniformly 
yellow. Aflatoxin QuickTox Strips were placed into the reaction vials 
and allowed to develop for 5 min. The bottom section of each strip 
covered by the arrow tape was immediately cut off and discarded 
while the strips were inserted into the QuickScan reader for 
quantification.  

To extract fumonisin, 5 ml of busaa were measured into a 

disposable sample cup and 10 ml of ethanol was added and placed 
on a shaker 2 min to extract fumonisin. 100 µl of the top yellowish 
layer of the extract was diluted with 100 μl of 50% ethanol in a 
dilution vial. Mixing was done by drawing up and down in the 
pipette tip until the mixture was uniformly yellow. 100 µl of the 
diluted extract was mixed with 100 μl of DB2 Buffer in a second 
reaction vial. Fumonisin QuickTox strips were placed in the 
mixtures and allowed to develop for 5 min. The bottom section of 

each strip covered by the arrow tape was immediately cut off and 
discarded then the strip was inserted into the QuickScan reader for 
quantification. To extract DON, 5 ml of busaa was measured into a 
disposable sample cup and 25 ml of room temperature tap water 
was added then placed on a shaker for 30 s. The extract was 
allowed to separate into two layers and the top tan layer was used 
in the test. 100 µl of the top tan layer was mixed with 100 µl of DB1 
buffer in a reaction vial. DON QuickTox strips were placed in the 
reaction vials and allowed to develop for 10 min. The bottom 
section of each strip covered by the arrow tape was immediately cut 
off and discarded and the strip was inserted into the QuickScan 
reader for quantification. 
 
 

RESULTS AND DISCUSSION 
 

This study shows that the incidence of the mycotoxins 
tested were as follows: aflatoxin 93% (mean: 5.2±0.2 
μg/kg; range 2.8 to 11 μg/kg), fumonisin 9.8% (mean: 
1460±188 μg/kg; range 280 to 4000 μg/kg) and DON 
23% (mean: 259±5.2 μg/kg; range: 200 to 360 μg/kg). 
65.6% of the samples had aflatoxin levels above the limit 
set by the European Union (4 µg/kg) (Table 1). Co-
occurrence of the mycotoxins was also observed in the 
samples. Aflatoxin and fumonisin co-occurred in 9.8% of 
the samples, aflatoxin and DON co-occurred in 23% 
while all the mycotoxins co-occurred in 3.3% of the
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Table 1. The incidence of aflatoxin, fumonisin and DON in busaa from Bomet County, Kenya in 2011.  
 

Mycotoxin Number of sample assayed Number of samples above LOD Incidence (%) Mean (µg/kg) Range (µg/kg) 

Aflatoxin 61 57
1 

93 5.2 ± 0.2
1 

2.8 - 11 

Fumonisin 61 6
2 

9.8 1460 ± 188
2 

280 - 4000 

DON 61 14
3 

23 259 ± 5.2
3 

200 - 360 
 
1
 LOD = 2.5 µg/kg, 

2
 LOD = 200 µg/kg, 

3
 LOD = 200 µg/kg. 

 
 
 
samples.  

This study was carried out in a rural setup where 
agriculture is the main economic activity and brewing is 
practiced by some women as an additional source of 
income. The ingredients of the brew are usually obtained 
locally or from one’s own produce. However, the study 
was carried out at a time when the region was facing 
maize shortage due to attack by maize lethal necrotic 
disease hence most brewers had temporarily stopped 
brewing. Additionally, most maize available for sale had 
been brought into the county from other regions mostly 
from the North Rift region of Kenya.  Busaa is a product 
of a two-stage fermentation process. In the first stage, 
water is added to raw maize flour to form a stiff mixture 
then covered and allowed to ferment at ambient 
temperatures 22 to 30°C for 2 to 3 days. The acidified 
mixture is then roasted, usually on a large metal sheet, 
resulting in a desirable roasted flavor. The roasted 
product is mixed with water and finely ground finger millet 
malt is added and allowed to ferment for another 2 to 3 
days. This second fermentation phase results in 
production of lactic acid and alcohol. Good quality busaa 
is opaque and creamy brown at the time of consumption 
due to consistent dispersion of starch and other cereal 
residues. Busaa should be consumed as soon as it is 
ready for consumption because prolonged storage results 
in fermentative acidification which leads to loss of 
consistent dispersion of starch and separation of the 
sediment. Due to the visual deterioration and increased 
sourness, the product becomes unacceptable and is 
usually rejected by its consumers. Therefore, there is 
usually a mutual agreement among brewers and 
consumers of busaa to first exhaust a drink from one 
brewer before proceeding to the next. Brewers also brew 
in turns so as to minimize spoilage.   

This whole process of busaa production involves 
ingredients, moist conditions and ambient temperatures 
that favor fungal growth and hence mycotoxin production. 
Maize, the main ingredient of busaa, has been found to 
be an excellent substrate for mycotoxin production given 
a favorable environment for mycotoxigenic fungal growth 
(Alakonya et al., 2009). Kenji et al. (2000) reported as 
high as 1120 μg/kg of total aflatoxins in malted maize and 
86% incidence of aflatoxin B1. Besides, the malting 
process of finger millet and the fermentation of the maize 
flour, the dough allow the contaminating fungi to grow 
and produce mycotoxins especially due to the poor 

hygienic handling conditions involved. Kenji (2003) 
studied aflatoxins in busaa in the slums of Nairobi and 
found out that 68% of the samples analyzed had 
concentrations of aflatoxin higher than 5 ppb and 17% 
were above 50 ppb. Nkwe et al. (2005) however detected 
neither aflatoxin nor fumonisin in sorghum-based 
traditional malt in Botswana. Deoxynivalenol has been 
reported to be a heat stable toxin that can be found in 
cereals such as wheat and maize as well as their 
products (Jacobsen, 2008). Although there is a roasting 
step during busaa preparation, the mycotoxins still persist 
due to their stability. Mbugua and Gathumbi (2004) also 
reported the presence of fumonisins and DON in Kenyan 
Pilsner and Tusker beers. While the incidence of 
fumonisin and DON were low in this study, as well as 
their levels being within the limits set by the European 
Union (400 and 1750 μg/kg, respectively), the effects of 
the toxins are still a cause of concern if the volumes of 
busaa consumed daily are to be considered. It has been 
reported that consumers of busaa can drink as much as 2 
L per day per person almost on a daily basis (Kenji, 
2003). 

The co-occurrence of multiple mycotoxins even in low 
quantities may have higher toxicity with serious health 
consequences for regular busaa consumers. Although, 
exposure to low levels of mycotoxins may not cause 
immediate effects, exposure to these toxins over a long 
period of time may result in long term effects. This may 
be attributed to the high incidence of esophageal cancer 
in Bomet County as reported by the findings of Wakhisi et 
al. (2005). Additionally, since it is a common practice in 
the Kenyan rural areas for busaa consumers to exhaust a 
drink from one brewer before proceeding to the next, 
there is obvious exposure to different mycotoxins 
occurring at different levels daily. The possibility of 
passage of mycotoxins from the raw materials to the 
brew should not be ignored as spoilt maize grains are 
often diverted to traditional brewing or animal feeds. The 
purity of the ingredients of traditional brews determines 
the purity of the brew as suggested by the findings of 
Nkwe et al. (2005) 
 
 
CONCLUSION AND RECOMMENDATION 
 
This study confirms the presence of multiple mycotoxins 
in busaa from Bomet county which has the highest rate of  
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esophageal cancer in the world. Regular consumption of 
the traditional brew therefore poses a health risk to its 
consumers. The study was carried out at a time that the 
region was facing maize shortage and for more 
satisfactory findings of mycotoxin contamination in busaa, 
we recommend further studies when there is a bumper 
harvest. We also recommend mycotoxicological quality 
control of traditionally produced brew so as to ensure 
public mycotoxicological safety. 
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Liver damage due to paracetamol hepatotoxicity is a major health challenge worldwide. It is against this 
background that this study was designed to determine the hepatoprotective effects of the increasing 
dosage of Allium cepa methanolic extracts on paracetamol induced hepatotoxic rats. Fifty-four (54) 
adult male albino rats comprising of nine normal and 45 paracetamol hepatotoxic rats were used for this 
study. The experimental design was the three by three Latin square design. Paracetamol hepatotoxicity 
was induced by single administration of paracetamol at 750 mg/kg ip on the first day of the experiment. 
The different biochemical parameters assessed were determined before the start of the study and 
subsequently monthly for the duration of the study. Blood samples were collected from the rat through 
the eye monthly for analysis and serum was obtained by centrifugation (5000 rpm for 10 min) and stored 
at -20°C prior to analysis. The effects of duration and increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent significant (p < 0.05) reductions in the alanine 
aminotransferase (ALT), aspartate aminotransferase (AST), alkaline phosphatase (ALP), lactate 
dehydrogenase (LDH) and total serum bilirubin (TSB) of paracetamol hepatotoxic rats after the duration 
of study when compared with those of the paracetamol, normal and silymarin control rats. A. cepa 
reduced alanine aminotransferase and total serum bilirubin in a dose dependent fashion whereas it 
reduced aspartate aminotransferase, alkaline phosphatase and lactate dehydrogenase level in a dose 
independent manner. A. cepa extracts studied showed potent hepatoprotective properties. It was 
evident that A. cepa extracts was able to reduce significantly all the elevated biochemical parameters 
due to paracetamol hepatotoxicity and this was collaborated by results of histopathological studies.  
 
Key words: Allium cepa, paracetamol, hepatoprotective effects, alanine aminotransferase, aspartate 
aminotransferase, alkaline phosphatase, lactate dehydrogenase, total serum bilirubin. 

 
 
INTRODUCTION 
 
The liver is one of the most vital organs that functions as 
a centre for metabolism of nutrients and excretion of 
waste metabolites. The liver handles the metabolism and 

excretion of drugs from the body thereby providing 
protection against foreign substances by detoxifying and 
eliminating them (Mohamed-Saleem et al., 2010). Given  
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the liver’s strategic function in the body, it is continuously 
and variedly exposed to xenobiotics, environmental 
pollutants and chemotherapeutic agents (Gupta and 
Misra, 2006). Hepatic dysfunction due to paracetamol 
overdose is increasing worldwide and medicinal plants 
are a major constituent of various alternative systems of 
medicines used worldwide since ancient times. To 
rationalize the use of herbal preparations in the 
management of hepatotoxicity, a scientific research on 
them is needed. This is moreso as therapies developed 
along the principles of western medicine often carry the 
risk of adverse effects and are often too costly especially 
for the developing countries of the world. Allium cepa 
(onion) is a bulbous plant widely cultivated with leading 
production in China, India and United states. It is rich in 
proteins, carbohydrates, sodium, potassium and 
phosphorus. Traditionally, onion has been used to treat 
intestinal infections (Shaik et al., 2012). It has been 
reported to be an antibacterial, antiviral, antiparasitic, 
antifungal and has antihypertensive, hypoglycemic, 
antithrombotic, anti-hyperlipidemic, anti-inflammatory and 
antioxidant activity (Abdul et al., 2010; Ozougwu et al., 
2008; Eyo et al., 2011; Ozougwu, 2011). This present 
study was designed to determine the hepatoprotective 
effects of increasing dosage of A. cepa (onions) 
methanolic extracts against paracetamol induced liver 
damage in rats viz a viz biochemical parameters such as 
alanine aminotransferase (ALT), aspartate 
aminotransferase (AST), alkaline phosphatase (ALP), 
lactate dehydrogenase (LDH) and total serum bilirubin 
(TSB) level of paracetamol induced hepatotoxic rats.  
 
 

MATERIALS AND METHODS 
 

Plant materials 

 
The A. cepa used for the study was bought from the Ogige market, 
Nsukka, Enugu state, Nigeria. The plants were identified  (Gbile, 
1980) to species level at the Herbarium Unit,  Department of Plant 
Science and Biotechnology, University of Nigeria, Nsukka.  
 

 
Animal model 

 
Fifty- four (54) adult white wistar strain male albino rats (Rattus 

norvegicus) weighing 180 to 200 g were used for the study. They 
were fed ad labitum with 18% crude protein (Guinea feed) 
commercial feed and allowed to acclimatize for two weeks under 
standard photoperiodic condition in a clean rat cage with three rats 
per cage in the research laboratory. All animals were maintained 

under the standard laboratory condition for temperature (26 ± 2
°
C), 

humidity (50 ± 5%) and light (12 h day length) and were allowed 
free access to food and water.   

Preparation of plant extracts   
 
Fresh healthy A. cepa bulbs were washed, cut into small pieces 
and homogenized in a warring blender. The resulting mixture was 
soaked in 2 L of 80% methanol. The mixture was allowed to stand 
for 24 h with intermittent shaking. Following filtration, the filtrate 
obtained was concentrated to dryness at 40°C using a rotary 
evaporator under reduced pressure. The dried extracts were 
weighed and then stored in a refrigerator. 
 
 
Induction of paracetamol hepatotoxicity in rats 
 

The minimum dose of paracetamol that causes death in rats is 
1060 mg/kg and the median lethal dose (LD50) is 765 mg/kg (Boyd 
and Hogan, 1968). Paracetamol hepatotoxicity was induced by 
single administration of solution of paracetamol at 750 mg/kg 
intraperitoneally. After 4 days only rats with ALT levels above 65 U/l 
were considered as hepatotoxic and used for the study. Several 
researchers have induced hepatotoxicity in rats by single 
administration of solution of paracetamol on rats at 750 mg/kg ip 
(Hamid et al., 2011; Reddy et al., 2012; Rafi et al., 2013). 

 
 
Experimental design  

 
The study was carried out on paracetamol- induced hepatotoxic 
rats for 12 weeks. The experimental design was the three by three 
Latin square design. Fifty-four rats used were divided into two major 
groups: Group I, Nine non-hepatotoxic rats (Normal control); Group 
II, Forty-five paracetamol induced hepatotoxic rats.  

The group I rats were three rats each in three different cages and 
each received 1 ml/kg of 5% methanol solution daily throughtout the 
duration of the study. The Group II rats (paracetamol induced 
hepatotoxic rats) were divided into three subgroups (IIa, IIb, IIc). 
The subgroup IIa was the paracetamol control, three rats in a cage, 
and was replicated thrice and had 3 rats each which received 750 
mg/kg of paracetamol only (Sumy et al., 2011; Iqbal et al., 2007). 
Subgroup IIb was divided into 3 replicates (IIb1, IIb2, and IIb3) 

respectively each replicate had 3 rats and received 200, 300 or 450 
mg/kg of A. cepa methanolic extracts orally daily. The subgroup IIc, 
three rats each in a cage, and replicated thrice received the 
standard drug silymarin at 100 mg/kg (Yuvaraj and Subramoniam, 
2009). The different biochemical parameters (alanine 
aminotransferase, aspartate aminotransferase, alkaline 
phosphatase, lactate dehydrogenase and total serum bilirubin) 
assessed were determined first before the start of the experiment 
and subsequently monthly for the duration of the study. Blood 
samples were collected from the rat through the eye monthly for 
analysis. Serum was obtained by centrifugation (5000 rpm for 10 
min) and stored at -20

°
C prior to analysis.  

 
 
Evaluation of biochemical parameters 

 
Serum alanine aminotransferase and aspartate aminotransferase 
levels were determined by colorimetric method of Reitman and 
Frankel (1957) and absorbance was read at 505 nm using 
spectrophotometer.   Alkaline   phosphatase  level  in   serum  was  

 
*Corresponding author. E-mail: jevaschubby@yahoo.com.  Tel: +2348034006816. 
 
Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution License 4.0 
International License 
 
Abbreviations: ALT, Alanine aminotransferase; AST, aspartate aminotransferase; ALP, alkaline phosphatise; LDH, lactate 
dehydrogenase; TSB,  total serum bilirubin. 

http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US


Ozougwu and Eyo          2681 
 
 
 
Table 1. Effects of the increasing dosage of A. cepa extracts on alanine aminotransferase level of paracetamol induced hepatotoxic rats. 
 

Treatments Dosage 
Alanine aminotransferase level (U/L) % change after 

the study Week 0 Week 4 Week 8 Week 12 

ME 1.0 ml/kg 49.70 ± 3.27
1,a

 48.77 ± 3.10
1,a

 51.00 ± 2.52
1,a

 50.63 ± 3.30
1,a

 - 

PARA 750 mg/kg 49.27 ± 3.15
1,a

 72.41 ± 4.00
2,b

 75.36 ± 4.52
3,2,b

 78.34 ± 5.40
4,b

 8.19 

AC 200 mg/kg 49.31 ± 2.66
1,a

 63.33 ± 2.67
2,c

 60.67 ± 3.41
3,2,c

 60.98 ± 2.31
4,2,c

 -15.79 

AC 300 mg/kg 49.31 ± 2.76
1,a

 64.82 ± 2.16
2,d,c

 58.33 ± 2.33
3,d,c

 57.44 ± 2.40
4,3,d

 -20.67 

AC 450 mg/kg 48.73 ± 3.12
1,a

 68.48 ± 4.67
2,e

 56.74 ± 2.57
3,e,d

 56.49 ± 2.56
4,3,e,d

 -21.99 

SL 100 mg/kg 50.57 ± 3.83
1,a

 52.41 ± 3.621
l,g,j

 51.94 ± 2.18
1,a

 50.58 ±  2.56
1,a

 -30.15 
 

Values given represents the Mean ± SD of 9 observations, mean values labeled with the same number superscripts along the same row are not 

significantly different at 5% significance level (p < 0.05). Mean values labeled with the same alphabets superscripts on the same column are not 
significantly different at 5% significance level (p < 0.05). ME = 5% Methanol solution representing the normal control; PARA = Paracetamol control; 
AC = Allium cepa ; SL= Silymarin representing standard drug. % change = % change from para treated at weeks 4 compared to all treatments 

groups at week 12. Negative % change denotes decrease, Positive % change denotes an increase. 

 
 
 
determined by the method of King and King (1954). Serum was 

incubated with disodium phenylphosphate as substrate buffered at 
pH 10 for 15 min at 37

°
C. The hydrolytic products, phenol was 

condensed with 4-amino antipyrine and then oxidized with alkaline 
ferrcyanide and the red complex developed was read at 510 nm 
using spectrophotometer. Lactate dehydrogenase level was 
estimated by the method of Babson and Babson (1973), where the 
reduction of nucleoside derived amino acids (NAD) was coupled 
with the reduction of tetrazolium salt and the produced formazan 
was measured using spectrophotometer at 503 nm. Total serum 
bilirubin was determined following the method of Mallory and 
Evelyn (1937). Diazotised sulphonilic acid reacts with bilirubin in 
diluted serum and forms purple colored azobilirubin which was read 
at 540 nm using spectrophotometer. 
 
 
Data analysis  

 

The data collected was pooled and analyzed for their central 
tendencies using descriptive statistic, values were given as mean ± 
standard deviation of the observations. Analysis of variance and 
LSD was employed to test the significant differences (P < 0.05) 
among treatment means. All analyses were performed using SPSS 
for windows statistical software package version 16. The resulting 
outputs were presented in tables. 

 
 
RESULTS 

 
Alanine aminotransferase level 

 
The increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent 
significant (p < 0.05) reductions in the alanine amino-
transferase levels of paracetamol hepatotoxic rats after 
the duration of treatment when compared with those of 
the paracetamol and silymarin control rats. Alanine 
aminotransferase levels were significantly higher in 
paracetamol control groups throughout the duration of the 
study compared to all other treatment groups whereas it 
was significantly higher in all groups at the same period 
compared to the normal group (1 ml/kg of 5% methanol 
solution).  A. cepa reduced alanine aminotransferase 

level in a dose dependent fashion across the duration of 
the study with A. cepa at 200 mg/kg reducing alanine 
aminotransferase level by 15.79%, at 300 mg/kg it was 
reduced by 20.67% whereas at 450 mg/kg it was lowered 
by 21.99% after the duration of treatments when com-
pared to paracetamol control at week 4. Silymarin 
reduced alanine aminotransferase level by 30.15% after 
the duration of treatment compared with paracetamol 
control at week 4 (Table 1). Normal control had no 
significant effect on alanine aminotransferase level 
whereas the paracetamol treated control raised alanine 
aminotransferase level by 8.19%.  
 
 
Aspartate aminotransferase level  
   
The increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent 
significant (p < 0.05) reductions in the aspartate 
aminotransferase level of paracetamol hepatotoxic rats 
after the duration of treatment when compared with those 
of the paracetamol and silymarin control rats. Aspartate 
aminotransferase level were significantly higher in 
parace-tamol control groups throughout the duration of 
the study compared to all other treatment groups 
whereas it was significantly higher in all groups at the 
same period compared to the normal group. A. cepa 
reduced aspartate aminotransferase level in a dose 
independent fashion across the duration of study with A. 
cepa at 200 mg/kg reducing aspartate aminotransferase 
level by 41.77% at 300 mg/kg it was reduced by 39.57% 
whereas at 450 mg/kg it was lowered by 38.59% after the 
duration of the study when compared to paracetamol 
control at week 4. Silymarin at 100 mg/kg reduced 
aspartate aminotransferase level by 62.26% after the 
duration of treatment compared with paracetamol control 
at week 4 (Table 2). Normal control had no significant 
effect on aspartate aminotransferase level whereas the 
parace-tamol treated control raised aspartate amino-
transferase level by 8.97%.  
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Table 2. Effects of the increasing dosage of A. cepa extracts on aspartate aminotransferase level of paracetamol - induced hepatotoxic rats. 
 

Treatments Dosage 
Aspartate aminotransferase level (U/L) % change after 

the study Week 0 Week 4 Week 8 Week 12 

ME 1.0 ml/kg 86.76 ± 2.84
1,a

 86.62 ± 2.49
1,a

 86.32 ± 2.68
1,a

 87.10 ± 2.58
1,a

 - 

PARA 750 mg/kg 87.17 ± 2.41
1,a

 659.97 ± 12.00
2,b

 688.42 ± 20.83
3,b

 725.01 ± 12.09
4,b

 8.97 

AC 200 mg/kg 87.09 ± 2.44
1,a

 451.21 ± 10.53
2,c

 418.89 ±11.77
3,c,d,e

 384.30 ± 18.95
4,c

 - 41.77 

AC 300 mg/kg 86.89 ± 2.81
1,a

 430.18 ± 8.39
2,d

 421.72 ± 9.28
2,d,e

 398.80 ± 13.28
3,d,e

 -39.57 

AC 450 mg/kg 86.64 ± 2.76
1,a

 460.36 ± 13.75
2,e

 412.47 ± 12.46
3,e

 405.31 ± 13.79
3,e

 -38.59 

SL 100  mg/kg 86.53 ± 2.63
1,a

 278.68 ± 17.63
2,l

 257.12 ± 10.03
3,l

 249.09 ± 7.64
3,l

 -62.26 
 

Values given represents the Mean ± SD of 9 observations, mean values labeled with the same number superscripts along the same row are not 

significantly different at 5% significance level (p < 0.05). Mean values labeled with the same alphabets superscripts on the same column are not 
significantly different at 5% significance level (p < 0.05). ME = 5% Methanol solution representing the normal control; PARA = Paracetamol control; 
AC = Allium cepa ; SL= Silymarin representing standard drug. % change = % change from para treated at weeks 4 compared to all treatments 

groups at week 12. Negative % change denotes decrease, Positive % change denotes an increase. 
 
 

 
Table 3. Effects of the increasing dosage of A. cepa extracts on alkaline phosphatase level of paracetamol induced hepatotoxic rats 

 

Treatment Dosage 
Alkaline phosphatase level (U/L) % change after 

the study Week 0 Week 4 Week 8 Week 12 

ME 1.0 ml/kg 112.44 ± 1.91
1,a

 112.64 ± 1.86
1,a

 112.07 ± 1.62
1,a

 112.40 ±  1.72
1,a

 - 

PARA 750 mg/kg 112.16 ±  2.02
1,a

 904.34 ± 13.31
2,b

 941.61 ± 13.83
3,b

 958.60 ± 19.67
4,b

 6.00 

AC 200 mg/kg 112.99 ±  1.93
1,a

 449.06 ± 17.85
2,c

 440.41 ± 26.60
3,2,c

 425.62±  17.63
4,c

 -52.94 

AC 300 mg/kg 112.07 ±  2.15
1,a

 418.96 ± 10.28
2,d

 417.40 ± 10.57
3,2,d

 418.12±  12.37
4,2,d,c

 -53.77 

AC 450 mg/kg 112.19 ±  2.28
1,a

 460.24 ±  9.86
2,e

 446.08 ± 8.72
3,e,c

 446.08 ± 8.72
4,3,e

 -50.68 

SL 100 mg/kg 112.33 ±  1.80
1,a

 249.69 ± 15.30
2,l

 249.69 ± 15.29
3,2,l

 219.78 ± 10.25
4,l

 -75.70 
 

Values given represents the Mean ± SD of 9 observations, mean values labeled with the same number superscripts along the same row are not 

significantly different at 5% significance level (p < 0.05). Mean values labeled with the same alphabets superscripts on the same column are not 
significantly different at 5% significance level (p < 0.05). ME = 5% Methanol solution representing the normal control; PARA = Paracetamol control; AC 
= Allium cepa ; SL= Silymarin representing standard drug. % change = % change from para treated at weeks 4 compared to all treatments groups at 

week 12. Negative % change denotes decrease, Positive % change denotes an increase. 
 
 

 

Alkaline phosphatase level  
 
The increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent 
significant (p < 0.05) reductions in the alkaline 
phosphatase level of paracetamol hepatotoxic rats after 
the duration of treatment when compared with those of 
the paracetamol and silymarin control rats. Alkaline 
phosphatase level were significantly higher in 
paracetamol control groups throughout the duration of the 
study compared to all other treatment groups whereas it 
was significantly higher in all groups at the same period 
compared to the normal group. A. cepa reduced alkaline 
phosphatase level in a dose independent manner with A. 
cepa at 200 mg/kg reducing alkaline phosphatase level 
by 52.94%, at 300 mg/kg it was reduced by 53.77% 
whereas at 450 mg/kg it was lowered by 50.68% after the 
duration of the study when compared to paracetamol 
control at week 4. Silymarin at 100 mg/kg reduced 
alkaline phosphatase level by 75.70% after the duration 
of treatment compared with paracetamol control at week 
4 (Table 3). Normal control had no significant effect on 
alkaline  phosphatase  level whereas paracetamol treated 

control raised alkaline phosphatase level by 6.00%. 
 
 
Lactate dehydrogenase level  
 
The increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent 
significant (p < 0.05) reductions in the lactate 
dehydrogenase level of paracetamol hepatotoxic rats 
after the duration of the study when compared with those 
of the paracetamol and silymarin control rats. Lactate 
dehydrogenase levels were significantly higher in 
paracetamol control groups throughout the duration of the 
study compared to all other treatment groups whereas it 
was significantly higher in all groups at the same period 
compared to the normal group. A. cepa reduced lactate 
dehydrogenase level in a dose independent manner with 
A. cepa at 200 mg/kg reducing lactate dehydrogenase 
level by 42.16%, at 300 mg/kg it was reduced by 44.37% 
whereas at 450 mg/kg it was lowered by 43.61% after the 
duration of the study when compared to paracetamol 
control at week 4. Silymarin at 100 mg/kg reduced lactate 
dehydrogenase level by 63.08% after the duration of the 
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Table 4. Effects of the increasing dosage of A. cepa extracts on lactate dehydrogenase level of paracetamol induced hepatotoxic rats 
 

Treatments Dosage 
Lactate dehydrogenase level (IU/L) % change after 

the study Week 0 Week 4 Week 8 Week 12 

ME 1.0 ml/kg 103.78 ± 5.54
1,a

 105.00 ± 5.15
1,a

 104.56 ± 5.20
1,a

 103.44 ± 5.13
1,a

 - 

PARA 750 mg/kg 104.67 ± 5.57
1,a

 390.89 ± 18.21
2,b

 409.67 ± 10.71
3,b

 417.44 ± 9.22
4,b

 6.79 

AC 200 mg/kg 103.11 ± 4.96
1,a

 250.22 ± 9.50
2,c

 234.33 ± 10.26
3,c

 226.11 ± 10.26
4,c

 -42.16 

AC 300 mg/kg 104.22 ± 6.04
1,a

 267.33 ± 13.64
2,d

 248.00 ± 14.44
3,d

 217.44 ± 11.81
4,d,c

 -44.37 

AC 450 mg/kg 105.67 ± 5.43
1,a

 105.67 ± 5.42
1,a

 261.44 ± 9.32
2,e

 220.44 ± 9.36
3,e,d,c,b

 -43.61 

SL 100 mg/kg 103.22 ± 5.26
1,a

 165.11 ± 18.15
2,j

 165.11 ± 18.15
3,2,l

 144.33 ± 13.10
4,l

 -63.08 
 

Values given represents the Mean ± SD of 9 observations, mean values labeled with the same number superscripts along the same row are not 

significantly different at 5% significance level (p < 0.05). Mean values labeled with the same alphabets superscripts on the same column are not 
significantly different at 5% significance level (p < 0.05). ME = 5% Methanol solution representing the normal control; PARA = Paracetamol control; AC 
= Allium cepa ; SL= Silymarin representing standard drug. % change = % change from para treated at weeks 4 compared to all treatments groups at 

week 12. Negative % change denotes decrease, Positive % change denotes an increase. 
 
 

 
Table 5. Effects of the increasing dosage of A. cepa extracts on total serum bilirubin levels of paracetamol induced hepatotoxic rats. 

 

Treatments Dosage 
Total serum bilirubin level (mg/dl) % change after the 

study Week 0 Week 4 Week 8 Week 12 

ME 1.0 ml/kg 0.52 ± 0.16
1,a

 0.53 ± 0.15
1,a

 0.54± 0.16
1,a

 0.51 ± 0.13
1,a

 - 

PARA 750 mg/kg 0.55 ± 0.15
1,a

 3.57 ± 0.37
2,b

 4.19± 0.36
3,b

 4.78 ± 0.49
4,b

 33.89 

AC 200 mg/kg 0.53 ± 0.14
1,a

 2.78 ± 0.62
2,c

 2.06 ± 0.53
3,2,c

 1.64 ± 0.29
4,c

 -54.06 

AC 300 mg/kg 0.52 ± 0.13
1,a

 1.78 ± 0.41
2,d

 1.45 ± 0.48
3,d

 1.24 ± 0.34
4,3,d

 -65.27 

AC 450 mg/kg 0.55 ± 0.15
1,a

 1.63 ± 0.27
2,e,d

 1.08 ± 0.34
3,e

 1.15± 0.45
4,3,e,d

 -67.79 

SL 100 mg/kg 0.52 ± 0.13
1,a

 0.93 ± 0.28
2,l

 0.75 ± 0.25
1,2,a

 0.63± 0.2
4,1,a

 -82.35 
 

Values given represents the Mean ± SD of 9 observations, mean values labeled with the same number superscripts along the same row are not 
significantly different at 5% significance level (p < 0.05). Mean values labeled with the same alphabets superscripts on the same column ar e not 
significantly different at 5% significance level (p < 0.05). ME = 5% Methanol solution representing the normal control; PARA = Paracetamol 
control; AC = Allium cepa ; SL= Silymarin representing standard drug. % change = % change from para treated at weeks 4 compared to all 

treatments groups at week 12. Negative % change denotes decrease, Positive % change denotes an increase. 
 

 
 

study compared with paracetamol control at week 4 
(Table 4). Normal control had no significant effect on 
lactate dehydrogenase level whereas paracetamol 
treated control raised lactate dehydrogenase level by 
6.79%.  
 
 
Total serum bilirubin level 
  
The increasing dosages (200, 300 and 450 mg/kg) of A. 
cepa methanolic extracts produced a duration dependent 
significant (p < 0.05) reductions in the total serum 
bilirubin level of paracetamol hepatotoxic rats after the 
duration of treatment when compared with those of 
paracetamol and silymarin control rats. Total serum bili-
rubin levels were significantly higher in paracetamol 
control groups throughout the duration of the study 
compared to all other treatment groups whereas it was 
significantly higher in all groups at the same period 
compared to the normal group. A. cepa reduced total 
serum bilirubin level in a dose dependent manner across 
the duration of the study with A. cepa at 200 mg/kg 
reducing total serum bilirubin level by 54.06%, at 300 

mg/kg it was reduced by 65.27% whereas at 450 mg/kg it 
was lowered by 67.79% after the duration of treatments 
when compared to paracetamol control at week 4. 
Silymarin at 100 mg/kg reduced total serum bilirubin level 
by 82.35% after the duration of the study compared with 
paracetamol control at week 4 (Table 5). Normal control 
had no significant effect on total serum bilirubin level 
whereas paracetamol treated control raised total serum 
bilirubin level by 33.89%. 
 
 
Histological examination of prepared tissue slides 
 
The histological examination of liver sections under a 
light microscope basically supported the biochemical 
results. Liver sections from the normal control rats 
showed normal appearance of hepatic architecture, 
normal central vein, hepatocyte and normal hepatic 
sinusoid (Figure 1). Liver sections of paracetamol control 
rats showed cloudy swelling of fat droplets, very severely 
degenerated hepatocytes, very severely conjested 
sinusoids and damaged central vein (Figure 2). Liver 
section of rats treated with methanolic extracts of A. cepa  
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Figure 1. Photomicrograph of transverse section of normal liver treated with 
1 ml/kg of 5% methanol solution showing normal appearance of hepatic 
architecture, normal central vein (CV), hepatocyte (H), Kupffer cells (K) and 
normal hepatic sinusoid. H & E X 400. 
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Figure 2. Photomicrograph of transverse section of liver treated with 

Paractamol at 750 mg/kg showing congested central vein (CV), very severe 
fat droplets (FD), very severely degenerated hepatocyte (H) and very 
severely conjested hepatic sinusoid. H & E X 400. 

 
 

 

at 200 mg/kg showed distorted hepatic architecture, 
severely conjested central vein, moderately degenerated 
hepatocyte and severely congested sinusoid (Figure 3) 
whereas at 300 mg/kg it showed distorted hepatic 
architecture, severely congested central vein, moderately 
degenerated hepatocyte and severely congested 
sinusoid (Figure 4), at 450 mg/kg it showed severely 
congested central vein, moderately degenerated 
hepatocyte and severely congested sinusoid (Figure 5). 
The liver sections of rats treated with silymarin standard 
drug at 100 mg/kg showed mildly conjested central vein, 
moderately degenerated hepatocyte and moderately 
conjested sinusoid (Figure 6). 
 
 
DISCUSSION 
 
Paracetamol is a widely used analgesic and antipyretic 

drug, which is safe in therapeutic doses but can produce 
fatal hepatic necrosis in man and rats at toxic doses 
(Mitchell et al., 1973). Paracetamol-induced hepatic injury 
is commonly used as an experimental model for the study 
of hepatoprotective effects of medicinal plants and drugs 
(Plaa and Hewitt, 1982; Gite et al., 2010).  
 
 
Liver aminotransferases (ALT and AST) 
 
The aminotransferases (ALT and AST) are the most 
frequently utilized and specific indicators of hepatocellular 
necrosis (Dama et al., 2011). The significant increase 
observed in the level of serum aminotransferase (AST 
and ALT) in paracetamol treated rats compared to the 
normal rats in this study could be due to hepatocellular 
damage because these enzymes are normally located in 
the  cytoplasm   and  released  into  the  circulation  after  
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Figure 3. Photomicrograph of transverse section of liver treated with 

methanolic extracts of Allium cepa at 200 mg/kg showing severely congested 
central vein (CV), moderately degenerated hepatocyte (H), Kupffer cells (K) 
and severely conjested hepatic sinusoid. H & E X 400. 
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Figure 4. Photomicrograph of transverse section of liver treated with 
methanolic extracts of Allium cepa at 300 mg/kg showing distorted hepatic 
architecture, severely congested central vein (CV), moderately degenerated 
hepatocyte (H) and severely conjested sinusoid. H & E X 400. 

 
 
 

cellular damage (Hassan and El-Gendy, 2003). The 
obtained results support the findings of Naziroglu et al. 
(1999) and Ahmed et al. (2000) who observed similar 
effects on hepatic enzymes after carbon tetrachloride 
intoxication in different animals. Administration of 
silymarin and A. cepa on paracetamol treated rats 
reduced the level of aminotransferase enzymes (AST and 
ALT) in the serum. The mechanism of action A. cepa 
could be by the prevention of the intracellular enzyme 
release and its membrane stabilizing and antioxidant 
effects (Sabina et al., 2011). This is because A. cepa are 
rich in strong antioxidant and are well documented 
against reactive oxygen species-mediated damage 
(Ippoushi et al., 2003; Lee et al., 2009). The protective 
effects of silymarin observed in this study could be 
attributed to its antioxidant and free radicals-scavenging 

properties, which has been well established (Horvath et 
al., 2001). 
 
 
Alkaline phosphatase (ALP) 
 
In this study the reduction in ALP levels by extracts may 
suggest repairing of rats liver by A. cepa extracts. 
Possible mechanisms that may be responsible for the 
protection of paracetamol induced liver damage by A. 
cepa may be by the extract’s ability to act as a free 
radical scavenger intercepting those radicals involved in 
paracetamol metabolism by microsomal enzymes and 
also its ability to inhibit rat hepatic microsomal membrane 
lipid peroxidation. Thus by trapping oxygen related free 
radicals,  A.  cepa   could  hinder   their   interaction   with  
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Figure 5. Photomicrograph of transverse section of liver treated with 

methanolic extracts of Allium cepa at 450 mg/kg showing distorted 
hepatic architecture, severely congested central vein (CV), 
moderately degenerated hepatocyte (H) and severely conjested 
sinusoid. H & E X 400. 
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Figure 6. Photomicrograph of transverse section of liver treated with 

silymarin at 100 mg/kg showing mildly conjested central vein (CV), 
moderately degenerated hepatocyte (H) and moderately conjested 
sinusoid (S). H & E X 400. 

 
 
 

polyester fatty acids and would abolish the enhancement 
of lipids peroxidative processes (Aniya et al., 2002; 
Achuthan et al., 2003; Chattopadhyay, 2003). Another 
possible mechanism is that the active ingredients in A. 
cepa allyl propyl disulfide could have increased the levels 
of glutathione which binds to the toxic metabolites of 
paracetamol such as N- acetyl- p- benzoquinone imine 
(NAPQI) and increased its rate of excretion from the 
body. Also, the active ingredients of A. cepa extracts 
might have inhibited the level of the cytochrome P- 450 
enzyme system which decreased the formation of NAPQI 
from ingested paracetamol.  
 
 
Lactate dehydrogenase level 
 
In this present study, A. cepa reduced lactate 
dehydrogenase level in a dose independent fashion, after 
the duration of the study. Silymarin reduced lactate 

dehydrogenase level, paracetamol control raised lactate 
dehydrogenase level whereas normal control had no 
significant effect on lactate dehydrogenase level. Rusu et 
al. (2005) and De-Andrade et al. (2010)  reported 
decrease in hepatic LDH after carbon tetrachloride 
intoxication but this present study showed increased 
levels of serum LDH after paracetamol intoxication. The 
difference could be due to the different hepatotoxin used, 
dosage, mode of administration and the physiological 
status of the experimental animals used. The observed 
increase in LDH in this study could be as a result of 
enzyme inhibition mainly due to increased membrane 
fluidity as a result of ROS involvement which led to 
enzyme leakage into circulation (Hamed, 2011).  
 
 
Total serum bilirubin  
 
Elevated  total  serum  bilirubin  observed  in paracetamol 



 
 
 
 
hepatotoxic rats suggested abnormal conjugation of 
bilirubin by the liver due to generalized hepatocellular 
damage (El-sherbiny et al., 2003). Total serum bilirubin 
was decreased in paracetamol hepatotoxic rats after 
treatment with silymarin and A. cepa, this supported the 
work of Fener et al. (1987) who reported that silymarin is 
known to have reductive effects on total serum bilirubin in 
different liver diseases. The possible mechanism of 
action of A. cepa extracts may be through their 
antioxidative effects. This is because A. cepa has active 
ingredients that are capable of free radical scavenging in 
living system (Mitra et al., 1998).  
 
 
Histopathology 
 
The efficacy of any hepatoprotective substance is depen-
dent on its capacity of either reducing the harmful effect 
or restoring the normal hepatic histology and physiology 
that has been damaged by a hepatotoxin. Liver sections 
from the normal control rats showed normal appearance 
of hepatic architecture, normal central vein, hepatocyte, 
kupffer cells and normal hepatic sinusoid (Figure 1). This 
showed that there was no damage to hepatic 
architecture. Liver sections of rats treated with 
paracetamol control showed cloudy swelling of fat 
droplets, very severely degenerated hepatocytes, very 
severely conjested sinusoids and damaged central vein 
(Figure 2). This could be due to the formation of highly 
reactive radicals because of oxidative threat caused by 
paracetamol. Liver section of rats treated with methanolic 
extracts of A. cepa at 200 mg/kg showed distorted 
hepatic architecture, severely congested central vein, 
moderately degenerated hepatocyte and severely 
congested sinusoid (Figure 3) whereas at 300 mg/kg it 
showed distorted hepatic architecture, severely con-
gested central vein, moderately degenerated hepatocyte 
and severely congested sinusoid (Figure 4), furthermore, 
at 450 mg/kg it showed distorted hepatic architecture, 
severely congested central vein, moderately degenerated 
hepatocyte and severely conjested sinusoid (Figure 5). 
The restorative ability of A. cepa on histological 
architecture could be due to its rich antioxidant effects 
and its documented effects against reactive oxygen 
species mediated hepatic damages (Ippoushi et al., 
2003; Lee et al., 2009). The liver sections of rats treated 
with silymarin showed mildly conjested central vein, 
moderately degenerated hepatocyte and moderately 
conjested sinusoid (Figure 6). These improved 
histopathological changes could have been achieved 
because of the antioxidant effects of silymarin which may 
have reduced hepatic damage or improved hepatic 
architecture.  
 
 

Conclusions 
 
From   the  results  of  this  experimental  study,  A.  cepa 
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showed potent hepatoprotective properties. It was evi-
dent that the A. cepa was able to reduce significantly all 
the elevated biochemical parameters due to parace-tamol 
hepatotoxicity. These encouraging results may have 
future clinical importance because of the increased use of 
natural herbs worldwide and Nigeria in particular. 
Pharmacological evidence at the molecular level is 
required to establish the actual mechanism of action of 
the active compounds and its nutraceutical role in human 
diet.  
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